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EXECUTIVE SUMMARY 

To determine the basic research needs for computational subsurface sciences, the 
U.S. Department of Energy (DOE) Office of Science (SC) organized a Computational 
Subsurface Sciences Workshop.  The workshop was held in Bethesda, Maryland, during January 
9-12, 2007.  Collaborating DOE offices were SC, the Office of Environmental Management 
(EM), the Office of Fossil Energy (FE), and the Office of Civilian Radioactive Waste 
Management (RW).  The purpose of the workshop was to obtain community input on 
computational science research needs and opportunities in the subsurface sciences and related 
areas, with a focus on developing a next generation of numerical models of subsurface flow and 
process simulation.  Highlighted areas included potential terascale (and future petascale) 
computational algorithms to enable high-fidelity subsurface simulation models that fully couple 
key physical, chemical, geological, and biological processes with new capabilities to quantify 
and reduce model uncertainty. 

CROSSCUTTING FINDINGS AND CHALLENGES 

During the course of the workshop, nearly all of the breakout groups discussed the following 
crosscutting findings and challenges. 

Uncertainty Analysis 

Significant uncertainties are inherent in the analysis of subsurface systems.  The challenge is to 
develop effective tools for analyzing the uncertainty of complex, large, multi-physics, multi-
scale systems.  We need to develop effective computational methods to 1) assess uncertainty in 
inputs and models, 2) propagate uncertainty and variability through models, and 3) mitigate the 
effects of uncertainty. 

New Multi-Scale Computational Tools 

Current up-scaling techniques to couple across scales generally are not adequate for coupled 
nonlinear processes in heterogeneous media.  New computational tools are needed for linking 
scales and representing processes to obtain high-fidelity predictions beyond the range of 
conditions and scales at which the models and parameterizations were developed. 

High-Fidelity Simulations 

This is an opportune time for the subsurface sciences to benefit from advances in 
high-performance computing, data management, and data visualization.  Advances in 
high-performance computing will enable a new generation of high-fidelity subsurface science 
simulation models with enhanced physical realism and fewer simplifying approximations.  These 
new simulation capabilities will boost public confidence and regulatory acceptance of scientific 
predictions generated through numerical simulations.  
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Increased Collaboration 

Increased collaboration between computational scientists and discipline scientists is essential as 
the effort goes forward.  Especially important is the continued collaborative development of new 
high-performance computing enabling technologies designed to meet the specific needs of 
subsurface science research.  For broad advances in simulation capabilities, we need new parallel 
linear and nonlinear solvers, high-performance computing data management and data fusion 
tools and methods for visualizing distributed datasets.  

PANEL FINDINGS AND PROPOSED RESEARCH DIRECTIONS 

The Priority Research Directions identified by the five breakout panels during their two days of 
workshop discussions are summarized below.   

Integrated Site Characterization 

Tools for conceptual model formulation, calibration, engineering design and management, and 
decision making are available, but are commonly run serially with little iteration and feedback to 
guide decisions regarding site characterization and monitoring.  Integration of these processes 
could greatly improve decision-making and reduce costs; however, current methods are not 
readily scalable for large-scale, multi-process models.  We need new protocols and 
computational tools for integrating 1) site and process characterizations, 2) site monitoring, 
3) conceptual model formulation, 4) model calibration, 5) uncertainty analysis, and 6) decision 
optimization.  The goal is to develop new computational tools and to link existing tools to 
provide an integrated framework for modeling coupled subsurface processes to solve specific 
practical engineering problems (e.g., groundwater remediation, CO2 sequestration, etc.) to enable 
optimization of the design and operation of engineered systems and associated characterization 
and monitoring efforts. 

Protocols for “Soft” Data 

There are different degrees of uncertainty in the subsurface sciences site and process 
characterization data (hard to soft).  There is a need to assimilate these different data in model 
calibration, taking into consideration scale and uncertainty issues.  We recommend developing 
protocols and computational tools for using data at disparate time and space scales, and for 
assimilating “soft” data in model calibration and for assessing associated prediction error.  New, 
practical algorithms are needed for integration of multiple data types in site and process 
characterization. 

Optimized Decision Making 

It is essential that we develop improved methods to optimize decision-making capabilities about 
large-scale subsurface sciences management and develop new methods to update models quickly 
with incoming data.  These methods must be computationally efficient and should incorporate 
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uncertainty related to errors in conceptual models, empirical data, numerical models, and process 
characterization.  Such methods will provide dramatic improvements over existing 
computational methods for complex model analysis and predictive science.  These algorithms are 
applicable to a wide range of models arising in many disciplines, as they use high-performance 
computing to provide a bridge between experimentalists and modelers.  Optimizing decisions 
under uncertainty will lead to more cost-effective solutions for highly expensive DOE subsurface 
undertakings.  Data assimilation and calibration feedback will enable rapid utilization of data as 
collected. 

Cyber Infrastructure 

We need to develop 1) strategies for verification and validation of complex models and codes, 
2) convergence metrics and measures for stochastic processes, 3) standards for data storage and 
programming interfaces, 4) infrastructure and tools for handling large simulations and large 
datasets, and 5) a collection of benchmark problems.  A database of benchmark problems will 
provide a basis for performing model validation and code verification.  This effort will provide 
guidelines and strategies for model validation and code verification under uncertainty and better 
communication of results of validation and verification to decision makers and stakeholders. 

New Algorithms for Coupled Phenomena 

Coupled subsurface phenomena (e.g., hydraulic, thermal, mechanical, biological and chemical) 
are dominated by complex heterogeneities, multi-phase, multi-component flows and interacting, 
scale-dependent processes.  Existing codes are unable to simulate these phenomena with 
sufficient fidelity for optimal decision-making.  There is a strong need to develop next-
generation multi-physics subsurface simulation capabilities based on novel coupling and 
decoupling strategies combined with emerging discretization and high-performance computing 
solver technologies.  

High-Performance Computing Data Management 

Challenges such as contaminant transport, CO2 sequestration, and nontraditional energy 
production demand accurate coupled process simulations. The integration of dispersed data 
sources and the management of petascale datasets will enable coupled process simulation and the 
produce knowledge required by decision makers.  Simulating coupled processes at large 
temporal and spatial scales is becoming possible today because of significant advances in 
computational infrastructure.  To develop large-scale, strongly coupled process simulations 
requires high-performance computing data storage, data access, and manipulation and 
visualization of diverse, dispersed, massive datasets.  Petascale data management needs arising 
from coupled processes will demand new data intensive computing capabilities. This is an 
indispensable paradigm shift for subsurface sciences, with broader application to other scientific 
disciplines.  
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Improved Multi-Phase Flow Simulators 

Current multi-phase flow simulators can handle only a very limited number of fluid components.  
Improved modeling of fluid mixtures is needed to assess the impact of CO2 sequestration 
achieved by injecting flue gas consisting of five or more gases without expensive separation.  
Also needed are new compositional models for fluid mixtures and equations of state for fluid 
mixtures over wide ranges of temperatures and pressures.  This will enable assessment of the 
impact of sequestration gas mixtures and injection pressures on reservoir and cap rock 
geochemistry.  New computational tools for modeling complex fluid mixtures may enable more 
economically viable carbon sequestration procedures.   

New Algorithms for Parallel Computations 

Modeling carbon sequestration requires multiple, coupled sub-models, including multi-phase 
flow, reactive transport, geo-mechanical deformation and heat flow, that may operate at different 
space and time scales.  Coupling of geo-mechanical and geo-chemical modeling is critical to 
accurate prediction of cap rock and reservoir integrity in CO2 sequestration.  We need improved 
computational parallelization of coupled process models and must move beyond domain 
decomposition to improve interoperability between process models and improve methods of up-
scaling heterogeneous parameters.  

Risk Analysis 

To satisfy regulators and to gain public acceptance, new computational methods are needed to 
calculate risk associated with subsurface sciences prediction in areas such as carbon 
sequestration and site remediation.  We need to develop efficient, robust risk analysis methods to 
capture process complexity and to improve coupling between risk analysis methods, process 
models, and monitoring observations.  

Community Building 

Currently, the subsurface science community is not sufficiently unified.  It has been described as 
tribal (but friendly).  For example, in the area of CO2 sequestration, the petroleum industry, 
which is a significant player in the subsurface sciences, is under-represented in many 
collaborations of interest.  To expedite community building, a virtual or distributed subsurface 
sciences institute may be useful.  We also endorse the concept of one or more web-based, 
distributed repositories for storing codes, datasets, and computational tools to facilitate 
communication among code authors and application-orientated scientists and engineers.  These 
repositories should use a framework that provides global access and preserves local control.  
Related activities will facilitate collaboration and outreach among the large numbers of 
disciplines and research groups necessary to attack the challenging multi-scale, multi-physics 
subsurface science problems, such as CO2 sequestration, and will accommodate new and 
emerging high-performance computing environments.  
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High-Fidelity CO2 Sequestration Model 

Current simulation models are not capable of prediction and optimization of long-term isolation 
performance for representative (e.g., FutureGen-scale) CO2 storage sites at space and time 
resolutions that effectively capture process complexity.  Emerging high-performance 
computational capabilities have the potential to enable the development of site-specific coupled 
process models at previously unattainable time and space resolutions and to deploy protocols for 
integrating modeling, site characterization, and monitoring activities.  They also will serve to 
help determine the level of process and model coupling and grid resolution required for 
simulation of large-scale CO2 storage applications. 

Physically Based Process Representation 

High-fidelity computational models are needed for critical chemical, biological, and physical 
processes at the scales at which they are observed (e.g., from the molecular scale to the nano 
scale, to the micron scale, to the pore scale, to larger scales).  Accurate process representations 
are needed at the next lower scale to understand the current scale.  The computational challenge 
is to find ways to deal with sampling statistics, electronic behavior, complexity of pores, pore 
networks, and system size and boundaries.  The computational demands are enormous and 
access to advanced high-performance computing resources is essential.  Research in this area 
will lead to the development of new multi-scale mathematics and new computational science, 
based on application requirements.  Potential benefits are improved conceptual models for 
advanced oil recovery, remediation technologies, CO2 sequestration, and reliable predictions of 
contaminant transport.  

New Algorithms for Parallel in Time Computations 

At fundamental scales, multiple phenomena evolve on multiple, widely separated temporal 
scales.  Numerical simulations of such phenomena are inherently difficult to parallelize.   
High-performance subsurface science simulations typically achieve parallel processing 
performance by relying on algorithms that use a spatial decomposition.  For effective 
representation of phenomena at fundamental scales, we need to develop parallel in time 
algorithms with support for non-homogeneous time stepping. 

Heterogeneity at Multiple Scales 

Geometrical and biogeochemical heterogeneity have important impacts on subsurface processes 
at all scales.  In many geological systems, the effects of heterogeneity dominate fluid flow and 
chemical transport.  For example, focused flow is important in the transport of contaminants 
through aquifers, and heterogeneity is essential for the trapping of oil in reservoirs.  At the pore 
scale, both geometric and chemical heterogeneity have an important impact on multi-phase fluid 
flow.  It is important to include realistic heterogeneities in computer models used for practical 
applications.  Current subsurface simulation models are not capable of realistic representation of 
complex heterogeneous media, especially if fractures occur or evolve on multiple scales.  We 
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need accurate phenomenological models that provide comprehensive but concise descriptions of 
subsurface structures and processes, and include quantification of uncertainty.  The grand 
challenge in this area is a comprehensive representation of mechanical discontinuity distributions 
from the pore scale to the repository scale.  This work will require substantial access to 
leadership-class computational resources to solve the stochastic optimization, uncertainty 
quantification, parameterization selection, and design of experimental problems that arise in 
resolving the problem of media parameterization and reconstruction for computational 
subsurface science.   An essential component of this research direction is the experimental, 
data-based validation of the models and algorithms that will result from this research.  Exciting 
opportunities result from the fact that at the core level (~10 cm) a wealth of experimental data 
can be generated which can be used for the validation of the relationship between 
parameterizations, microstructure and subsurface physical phenomena.  

Test Bed of Up-Scaling Benchmarks 

All subsurface science models involve multiple, non-well separated length and time scales and 
complex, coupled physical phenomena.  Direct numerical simulation from fundamental scales to 
the field scale is impossible.  Analytic understanding of scaling is incomplete, although it is 
recognized that down-scaling leads to an ill-posed inverse problem.  Research in needed to 
identify the minimum information that must be transferred across scales to maintain model 
validity.  Work is needed on developing hybrid models based on local scale refinement and 
hierarchical models that maintain accuracy across scales by means of scientifically and 
mathematically defensible up-scaling techniques.  There is currently little or no basis on which to 
1) determine appropriate sequences of scales for models and 2) evaluate the impacts of 
information loss resulting from up-scaling.  We recommend developing highly resolved, 
computationally demanding models of specific processes to serve as a test bed, or set of 
benchmarks, for evaluating up-scaling methods and up-scaled models.  This test bed will require 
terascale and eventually petascale computational resources for solution of benchmark problems.  
The benchmark problems need to be validated using laboratory or field data.  Advanced 
algorithms, mathematics, and computational methods will be developed for solving large 
problems and will provide a validation basis for application-level codes and models. 

Pore Scale Particulate Transport 

Most subsurface simulation codes are based on mathematical models of single phase and/or 
multi-phase flow and mass transport formulated at one or more continuum scales.  In these 
models, geo-materials with micro scale and pore scale physical and chemical heterogeneities and 
complex pore and/or fracture geometries are treated as homogeneous “effective media.”  Both 
fluid flow and mass transport, including mass transport mediated by colloids, nano particles and 
polymers, through these complex media are represented by averaged flow and transport 
equations based on concepts such as Darcy flow, relative permeability, and averaged particle 
transport “trapping and release rates.”  An important advance for current codes would be the 
capability of modeling particulate transport at the pore scale, and coupling this to continuum 
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scale models.  Such a capability would provide a firm scientific basis for developing 
technologies for controlling the behavior of micron and submicron-sized particles of concern 
(e.g., radioactive and/or chemically toxic colloids, bacteria, or viruses) in the subsurface.  This 
would enable a more accurate and reliable assessment of the impact of small particles and 
polymers in problems related to contaminant fate and transport and CO2 sequestration and 
enhanced oil recovery, for example. 

Pore Scale Reactive Flow 

Pore scale modeling has been used for several decades to simulate single-phase and multi-phase 
fluid flow in fractured and porous media.  Recently, these models have been coupled with simple 
models for precipitation, dissolution, and the transport of dissolved substances.  However, 
improved codes on more-capable computing systems are needed to simulate the behavior of 
reactive fluids with a wide range of properties under the full range of conditions relevant to 
subsurface applications.  Important advances could be made by efficiently implementing existing 
methods on petascale computing systems.  Many important applications will also require the 
development of better single-physics algorithms and new codes that couple important physical 
and chemical processes on a wide range of length and time scales.  Eventually, pore-scale 
models will be coupled with atomistic and/or continuum scale models on computing systems 
with capabilities that substantially exceed those of current systems.  As an interim solution, 
pore-scale simulations could be used to provide model parameters, and to develop better 
constitutive equations, for field scale models.  

WORKSHOP LOGISTICS 

More than 150 experts registered for this invitation-only workshop and the participants included 
a diverse set of professional disciplines and computational scientists working in the subsurface 
sciences.  DOE program managers, subsurface sciences stakeholders, and decision makers were 
well represented.  The workshop participants came from 11 DOE laboratories, 23 U.S. 
universities, and 2 European universities.   

Technical panel discussions focused on five major areas for which simulation and modeling are 
clearly relevant to subsurface science research. 

1. Site Characterization and Model Calibration 
2. Validation, Verification, Uncertainty Analysis and Decision Optimization 
3. Coupled Phenomena 
4. Carbon Sequestration 
5. Research at Fundamental Scales 

A common goal of these five panel discussions was to define research needs and opportunities in 
the subsurface sciences that can benefit from new high-performance, computing-based 
collaborations involving scientists from various disciplines, applied mathematicians and 
computational scientists.   
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The workshop began on Wednesday morning with welcoming remarks by workshop organizers 
and representatives of the collaborating DOE offices.  The workshop agenda was pursued 
through five breakout groups, each consisting of 20 to 30 panel members.  Panel assignments 
were based on the first and second panel choices indicated by the attendees when they registered 
for the workshop.  The workshop schedule also included four excellent plenary talks given by 
leading subsurface and computational scientists.  Details of the workshop can be accessed from 
the conference website at http://subsurface2007.labworks.org/. 

Discipline scientists led the panel discussions on Wednesday morning with the goal of 
articulating the research needs in terms of what is needed to better understand the physical 
processes involved in subsurface phenomena and to develop better decision-making tools.  
During the Wednesday afternoon panel sessions, computational scientists directed the panel 
discussions with the goal of identifying ways in which high-performance computing can lead to a 
new generation of high-fidelity subsurface simulation models.  The Wednesday program 
concluded with a plenary session during which each panel reported on their preliminary Priority 
Research Directions (PRDs).  On Thursday, the second full day of the workshop, discipline and 
computational scientist panel leaders directed the panel discussions to 1) revisit the PRDs 
discussed the previous day, 2) suggest PRDs overlooked in the first day of panel discussions, and 
3) identify panel members who could serve as lead authors in producing PRD documents that 
would provide comprehensive, easily understood descriptions of each PRD.  The Thursday 
program concluded with a plenary session in which each panel presented the latest versions of 
their PRDs. 

CONCLUSION 

Within the SC and the other DOE programmatic offices that collaborated in this workshop 
(EM, FE, and RW) are simulation capabilities, scientific software tools, computing platforms, 
and interdisciplinary researchers without equal in the world.  These DOE assets, together with 
university- and industry-based researchers, represent an extraordinary resource for creating a 
next generation of computational subsurface science simulation tools and using them to gain 
understanding of many important physical problems.  Examples of subsurface science problems 
of national importance include nuclear waste repository design and monitoring, transport and 
fate of contaminants, alternative energy production, bio-remediation, carbon sequestration, and 
reservoir modeling.  The computational subsurface sciences research agenda challenges the 
limits of current simulation capabilities in every direction and presents many opportunities for 
significant advances in simulation capabilities and mutually beneficial collaborations, making it 
a worthy effort to be undertaken.   

Favorable trends in computing capability and cost of large-scale simulation are transforming all 
fields of science and engineering into substantially simulation-based activities.  In less than 
20 years, we have seen an increase in sustained processing rates of five orders of magnitude 
accompanied by a cost in sustained computing capability that has dropped by four orders of 
magnitude over the same period.  Despite these favorable trends in the computational landscape, 
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many challenges exist.  Most of the current code base for the computational subsurface sciences 
was created for computing platforms of much lower capabilities than are now available.  A 
substantial effort will be to rewrite much of the existing code base so that it can benefit from 
modern software practices and high-performance parallel architectures.  Virtually all large-scale 
data structures in existing codes will need to be replaced with distributed versions.  As the 
software infrastructure is reconstructed, attention can be given to extensibility, reusability, object 
orientation, modularity, portability, and performance tuning.  The computational subsurface 
science research agenda will require new, specially designed enabling technologies to address 
1) parallel programming models for MPI and multithreading, 2) dynamic load balancing, 
language interoperability, 3) high-performance data management, 4) performance monitoring 
metrics, 5) debugging tools, 6) distributed data archiving, 7) visualization, 8) data mining, 
9) model validation, and code 10) verification. 

For high-fidelity computational process simulation in subsurface sciences to achieve its potential, 
close collaboration will be required between discipline scientists in the DOE applications offices 
and computational scientists in the Office of Advanced Scientific Computing Research.  These 
collaborations will need to address daunting challenges related to the multi-scale, multi-physics 
nature of subsurface sciences problems and need to develop new ways for dealing with 
uncertainty in site and process characterization and associated risk assessment.  The successful 
SciDAC program can serve as a starting point for the further development of a collaboration 
model for pursuing a computational subsurface science research agenda.   

At the workshop, many lively and substantive discussions clearly illustrated the need for new 
computational simulation capabilities in the subsurface science applications of interest to EM, 
FE, and RW. 
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SITE CHARACTERIZATION AND CALIBRATION PANEL 
REPORT 

The focus of this panel was the development of computational methods to improve model 
accuracy and precision by making optimal use of available data and by integrating decisions 
regarding data collection with model calibration and error analysis to focus limited resources on 
efforts that yield the greatest benefit. The problems of interest involve movement of fluids, 
chemicals and/or heat through geologic media that exhibit complex heterogeneity at multiple 
scales in time and space.  

Conceptual model formulation is a crucial step in the modeling process. Ideally, conceptual 
model complexity and data collection efforts will be advanced in an iterative manner. At the first 
iteration, a simplified conceptual model is utilized with initially available data to jointly assess 
the need for additional data and/or model refinement. As additional data is obtained, the benefit 
of further data collection and/or model refinements can be evaluated. The process of conceptual 
model formulation is assumed to be a manual process performed by the project team. That is, at a 
given stage in the project, a limited number of potential model refinements would be specified 
for analysis. However, the process of converting candidate conceptual models to numerical code 
input can be laborious, and the development of improved tools to automate the process would be 
very useful. 

As model complexity increases (i.e., less restrictive assumptions, higher resolution), intrinsic 
model uncertainty is expected to decrease. However, more parameters will generally required for 
model calibration. As data availability increases, the level of model complexity that minimizes 
prediction uncertainty is expected to shift towards greater optimal complexity and conversely 
with less data the optimal model will shift towards lower complexity (Figure 1). This implies that 
for a given set of data available for calibration, increasing model complexity will eventually be 
counterproductive.  
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Figure 1.  Conceptual relationship between model complexity (time/space scale resolution), data 
availability, and prediction uncertainty. 
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Direct determination of all input parameters required in a complex multi-process subsurface 
model is generally not feasible. The estimation of unknown model parameters must therefore be 
carried out by an inverse solution approach in which parameter values are determined that 
minimize deviations between observed and predicted system behavior subject to constraints or 
plausibility criteria, weighted to consider uncertainty in observations. Since many direct 
measurements will not be at the same time/space scales as the model, upscaling or downscaling 
may be necessary to avoid biases due to scale disparities. Uncertainties associated with the 
scaling process will need to be considered in addition to those due to measurement uncertainty. 
Furthermore, “soft” data may often be available that exhibit indirect relationships with model 
input or output that can improve the inverse solution. Model predictions will be uncertain to a 
degree that depends upon parameter covariances, sensitivity of predictions to uncertain 
parameters, intrinsic model limitations, and uncertainty in data used for calibration. Prediction 
probability distributions computed assuming multi-normal or multi-lognormal parameter errors 
will frequently lie outside feasibility space for calibration data.  

In addition to measurements of variables required as model input and of variables that are 
directly computed as model output (and which can thus be used for inverse modeling), various 
measurements may also be available that exhibit a significant correlation with input or output 
variables. The latter are often referred to as “soft” data and the former as “hard” data, reflecting 
the relative difference in uncertainty in interpretation. The reality is more of a continuum in data 
uncertainty, due to measurement limitations and scale discrepancies between the model and 
observations. The panel recognized that a need exists for the development of methods to account 
for disparity between scales at which parameters are measured and model inputs are defined and 
to use the full spectrum of data “hardness” (or “softness”) in the calibration process, with due 
consideration given to effects of data uncertainty vis a vis the conceptual model formulation. 

Novel multiphysics and multiscale codes are needed to model complex coupled processes in the 
subsurface. While the exact design, components and implementation of these codes is unknown, 
in order for these codes to meet their objectives they will need to efficiently couple and integrate 
diverse code elements developed by different groups, integrate massive amounts of diverse data 
from diverse sources (including dynamic sensor networks), and take advantage of future 
developments and enhancements in computational infrastructure.  In addition, such codes will 
need to pass rigorous, auditable verification and validation tests both in the development and 
implementation phase. A priority research direction is the development and implementation of a 
rigorous and powerful cyber infrastructure for subsurface modeling. The development of this 
cyber infrastructure will utilize and build on existing US and international efforts in the 
development of standards for e.g. sensor web services, self-validating models, service discovery, 
distributed computing, code adaptivity while at the same time accommodating the unique aspects 
and attributes associated with the subsurface modeling problem. This cyber infrastructure will 
provide a presently unavailable but critically needed framework for the efficient development, 
testing and field deployment of novel multiphysics and multiscale codes. This ability will permit 
the effective use of novel codes for long-term monitoring, management and optimization of CO2 

sequestration sites, and the cost effective mitigation of subsurface contaminants.  
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A major challenge in subsurface modeling is the development of scalable parallel algorithms for 
estimating uncertain parameters from sparse measurements or various types at multiple time and 
space scales. The need to solve such inverse problems to calibrate model parameters and 
estimate current system state has been well articulated. However, substantial challenges and 
opportunities remain for the development of efficient inverse algorithms that can scale to the 
next generation of petascale computing systems. There is an urgent need to extend to the inverse 
setting the successes engendered over the past decade by scalable parallel algorithms for forward 
(also known as direct) simulations. Since the structure of inverse operators is usually very 
different from those of forward operators, entirely new classes of scalable numerical algorithms 
are needed.  

While inverse problems in subsurface modeling are characterized by a wide range of inversion 
parameters (e.g., flow and transport constitutive parameters, initial conditions, boundary 
conditions, reaction and other model coefficients, source terms, geometry and topography) and 
simulation equations (e.g., describing multiphase reacting flow, transport, geomechanics, and 
geophysics), they share a common mathematical structure: an optimization problem with an 
objective function that represents the data misfit between observations and predictions, 
constraints in the form of large-scale simulation equations (typically discretized PDEs and 
ODEs), and inequality constraints on the parameter bounds. 

Large-scale simulation-based inverse problems are significantly more difficult to solve than the 
corresponding forward problem, for the following reasons: 

• Inverse solution typically requires numerous forward solutions, and can thus be intractable 
when the forward solve takes weeks on multi-thousand processor systems.  

• The inverse problem is usually ill posed, even when the forward problem is well posed.  

• When the forward problem is an evolution equation in space, the inverse problem is a 
boundary-value problem in space-time. Thus, inverse operators are usually non-causal and 
non-local, despite the local and causal nature of forward operators.  

• New infinite-dimensional operators appear in the inverse problem that are not present in the 
forward problem—adjoints, Hessians, and KKT operators—and these require operator-
specific regularization, iterative solvers, preconditioning, globalization, inexactness, and 
parallel implementation, which are new frontiers for research in numerical algorithms. 

• Non-uniqueness in inverse problems is manifested via families of possible parameter values 
that are consistent with the observations. There is often a need to not only estimate the most 
likely parameters from among the families (via regularization or prior model criteria), but to 
also characterize the uncertainties in their estimates, which stem from uncertainties in the 
observations, the models, and the priors.  

Generic optimization or nonlinear least squares software packages are incapable of exploiting the 
structure of the embedded forward  or inverse operators or their underlying infinite-dimensional 
nature, and are thus inadequate for problems with large numbers of inversion parameters. As the 
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underlying forward simulations embrace the multi-teraflops era and move toward the petascale, 
the chasm between the capabilities of available inversion algorithms and software, and the needs 
of scientific codes, grows even wider.  

The next generation of inverse algorithms must respond to the following difficulties that 
characterize subsurface inverse problems:  

• The forward simulations embedded within inversion are typically characterized by complex, 
nonlinear, multiscale, multirate, multiphysics, and biogeochemical processes that require 
terascale and ultimately petascale computing resources; 

• The inversion variables often stem from infinite-dimensional spaces (i.e. they represent 
initial conditions, boundary conditions, heterogeneous material properties, distributed 
sources, or geometry); and 

• Infinite-dimensional inequality bound constraints are required in the problem formulation 
(such as positivity constraints on heterogeneous parameter fields).  

To address these issues, next-generation inverse algorithms are expected to:  

• Respect the infinite-dimensional character of the underlying operators, because petascale 
inverse problems in subsurface modeling involve PDEs, and because algorithms that respect 
the infinite-dimensional structure of the PDEs can often exploit mesh independence to find 
solutions in a small number of iterations, even when the dimension of the parameter space is 
of the order of millions—problems that are impossible for off-the-shelf, algebraic-oriented 
optimization packages. 

• Make use of Hessian information, because derivative-free methods are unable to scale 
beyond a small number of inversion parameters, and because gradient-only methods 
(e.g., steepest descent, nonlinear conjugate gradients, quasi-Newton) also do not usually scale 
well with increasing problem size.  

• Be adjoint-based, because such methods offer the only hope for computing derivatives (and 
Hessians actions) for high-dimensional parameter spaces. 

• Be multilevel in nature, because of the great successes of multilevel and multigrid methods 
for forward simulations and their promise for inverse problems. However, multilevel 
methods must take on a very different form for inverse problems due to the differing 
character of forward and inverse operators, and require careful analysis and development to 
be effective for inversion. 

• Parallelize in a fine-grained manner, because of the high-dimensional state and parameter 
spaces that result after discretization. Parallelism must be exploited at the “grid point” level, 
following the lead of large-scale forward simulation codes. Additional opportunities exist for 
coarse-grained parallelism, such as for direct sensitivities (across inversion parameters), 
adjoint computations associated with active set methods (across active constraints), and 
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multiple source inverse problems (across each instance of the forward problem), but these 
must build on a finer-grain parallelism to permit scalability to large numbers of processors.  

Subsurface modeling problems are ideal proving grounds for inverse algorithms. The medium 
and state are not directly observable, thus resulting in uncertainty in parameters, initial/boundary 
conditions, and source terms. Forward simulation therefore relies on inverse analysis to estimate 
these parameters (and possibly their uncertainty) from the observables. The forward simulation 
problems alone are extremely challenging; inverse solution for high-dimensional parameter 
spaces (as results from discretization of heterogeneous property fields) is intractable using 
current methods. The development of scalable parallel numerical algorithms for inverse solution 
that can match the scalability and efficiency of the associated forward solvers is thus of 
paramount importance.   

Conceptual model formulation, site characterization, model calibration, uncertainty analysis and 
decision/design optimization are commonly undertaken serially with minimal ad hoc iteration. 
Without a fully integrated approach to these tasks, global optimization of model formulation, 
characterization and monitoring activities, and design and operation of engineered systems 
cannot be achieved. As a result, excessive costs and/or risk may be incurred because overly 
complex or overly simple models may be adopted than are warranted for the intended purpose; 
data may be collected that does not substantially reduce decision uncertainty; truly useful data 
may not be identified and collected; and/or engineered systems may be over- or under-designed. 
The ability to efficiently and practically integrate conceptual model formulation, site 
characterization, model calibration, uncertainty analysis and system monitoring for complex 
coupled subsurface systems is currently impeded by a lack of scalable, powerful tools for 
integrated analyses.  Because such integrated analyses will require a large number of direct 
simulations, high-performance computing resources and advances in algorithms for direct and 
inverse solutions, error propagation, and multi-objective design optimization schemes are 
needed.  

A need exists for the development of an integrated framework and computational tools for 
modeling subsurface systems that enables global optimization of conceptual model formulation, 
site characterization and monitoring activities, and design and operation of engineered systems 
with full consideration of prediction uncertainty. A stochastic optimization framework is 
proposed to simultaneously optimize engineered system design and operation variables, 
conceptual model formulation, and/or site characterization/monitoring plans to minimize a 
multi-objective function that may involve cost expectation (including penalty costs associated 
with failure to meet design requirements), regulatory criteria, and/or other externalities. The 
integrated framework would couple model calibration (inverse problem solution) using data that 
may involve “direct” parameter measurements (e.g., hydraulic conductivity), indirect or “soft” 
data of various types (e.g., borehole descriptions, penetration resistance, geophysical data, etc.) 
with a generalized error analysis methodology (including measurement and upscaling errors), 
with a multi-objective stochastic optimization procedure. Implementation will involve adaptation 
and refinement of existing codes, development and implementation of new methods, and 
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integration in a manner that provides maximum computational efficiency, robustness, 
maintainability, and adaptability.  

Models are generally developed to resolve specific engineering or planning issues – for example, 
to determine configurations and flow rates for wells to meet specific production or regulatory 
goals with a given probability of success and at minimum expected total cost. Various 
approaches may be used for the formulation of stochastic design optimization problems. Global 
optimization of an objective function with many parameters is a particularly difficult and 
challenging problem.  

Integration of the foregoing modeling tasks is needed to simultaneously optimize conceptual 
model formulation, characterization/monitoring plans, and engineering design. In practice, the 
entire process may be iterated as incremental refinements in the model formulation and data 
collection are performed until further efforts are not warranted on a cost-benefit basis. Effects of 
undertaking additional site characterization studies, pilot tests, monitoring procedures, etc. on  
model predictions and their uncertainty may be evaluated by adding synthetic data at the 
proposed locations and/or times with appropriate measurements and/or upscaling uncertainty and 
rerunning the inverse problem, error analysis, and management optimization problem to 
determine the impact on total cost (including the additional data collection costs) and hence to 
quantify the net cost or benefit of alternative plans. Integration should be performed in a manner 
that provides flexibility to the user to execute selected components and bypass others to suit 
specific needs. Input/output structures and program control information should be implemented 
in a manner that is code independent, so that the infrastructure can be readily implemented with 
any direct problem solution.  

VALIDATION, VERIFICATION, UNCERTAINTY ANALYSIS, AND 
DECISION OPTIMIZATION 

CURRENT STATUS 

A blend of physical experimentation, modeling, simulation, and high performance computing has 
become the standard toolset for scientific investigation and engineering design in complex 
multiphysics, multiscale geologic subsurface systems. The practical limitations in 
experimentation and simulation mean that substantial uncertainty accompanies any description or 
prediction of the behavior of a subsurface system.  Uncertainty is inherent in the inaccessibility 
of the subsurface to measurement and experiment, data gathered from subsurface systems, the 
complexity and heterogeneity of the subsurface, mathematical descriptions of the physical 
processes in the subsurface, and the analysis and computational simulation of complex 
multiscale, multiphysics models. The need for a scientifically defensible representation of 
uncertainty in the analysis of complex systems arising in the subsurface sciences is now widely 
recognized.  



Computational Needs for the Subsurface Sciences April 2007 

7 

For example, we need scientifically defensible decision-making tools for subsurface systems 
involving contaminant removal (storage). This includes such decisions as the location and 
pumping rates at wells that are pumping contaminant out of the ground, location of monitoring 
devices which can include sampling wells, and also soil removal or treatment. For more complex 
systems, chemicals may be injected into the groundwater to accelerate the biodegradation of the 
contaminant (“bioremediation”) or enhance the effectiveness of extraction pumping (e.g., by 
adding surfactants), which engenders more decisions including the concentrations of injected 
materials.  If we choose to allow these decisions to vary over time, we have a dynamic decision 
problem, i.e., a control problem.  Other important applications include the use of the subsurface 
for storage of hazardous wastes and carbon sequestration. 

In general, optimization methods have many applications, including: 

• Determination of the best conceptual model to fit observational data (model calibration or 
data assimilation) 

• Definition of conditional realizations, to estimate performance (results of forward modeling) 
with uncertainty estimation 

• Selection of new data (what values, where, and when) to be collected that will reduce 
uncertainty estimates (feedback) or optimize decisions 

• Selection between different alternatives, including: 

– collection of additional data 
– remediation actions 
– continued monitoring 
– design alterations. 

Optimal decision-making poses extreme computational challenges because the underlying 
simulation models for groundwater flow and contaminant transport are complex and 
computationally intensive, and optimization typically requires hundreds or thousands of 
simulations. It is essential that we develop better algorithms and approaches.  The existing 
methods are not computationally efficient enough or mathematically complex enough to address 
fully the uncertain environment in which decisions must be made or the complexities associated 
with multimodal optimization problems arising from nonlinearities and heterogeneities. In 
addition, methods that deal effectively with coupled simulation models (e.g., operator 
decomposition solution of multiphysics models) and methods that generate feedback policies are 
necessary.  The uncertainty incorporated should include parameter, data, numerical and model 
error in the analysis, which is not adequately addressed in current modeling efforts. 

The computational demands associated with the analysis of the creation and propagation of 
uncertainty in a complex multiphysics, multiscale subsurface system severely affect all existing 
approaches to uncertainty analysis. 
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One current approach for analyzing uncertainty in a complex subsurface system is the use of 
random sampling techniques, such as Monte-Carlo methods.  For large-scale problems, however, 
the computational requirements of random sampling are enormous.  The situation is even worse 
when estimating probabilities of rare events.  The computational challenges include the overhead 
involved with organizing multiple simulations of a subsurface system and the large number of 
simulations required to carry out an accurate statistical analysis.  Another approach is based on 
representing uncertain model inputs and the solution fields in terms of a spectral representation, 
such as a Karhunen-Loéve series or polynomial chaos expansion and then solving for the spectral 
coefficients. The coefficients are computed intrusively, by deriving deterministic equations for 
the coefficients or non-intrusively by random sampling.  Either approach entails enormous 
computational demands and again raises the need for fundamental research in of spectral 
approaches for efficient implementation on high performance computers. 

In some circumstances, the quantification of uncertainty can be attacked directly by deriving 
equations for statistical quantities, probability density functions or moments, that represent 
information about the quantities of interest.  Computing solutions of these equations yields 
information about uncertainty directly, for example the expected value of oil/gas recovery versus 
time and the uncertainty of the expected value. However, solving these equations for large-scale 
models is again a computationally intensive problem. 

Variational analysis based on duality, adjoint equations, and generalized Green’s functions 
present a traditional deterministic approach for analyzing the creation and propagation of 
uncertainty through a complex system.  The computational demands and efficient 
implementation in high performance computing environments, including for example storage of 
forward solutions for forming an adjoint problem and solution of the adjoint problem, once again 
presents severe mathematical and computational hurdles. 

In addition to computational hurdles in uncertainty analysis, there are also difficult mathematical 
issues, such as in finding useful representations of uncertainty and treating different kinds of 
uncertainty in one analysis. For example, the starting point for analyzing the uncertainty in 
model predictions is characterizing the uncertainty in the input parameters and data used for a 
model or in the data that is used to calibrate the model. This presents multiple hurdles because 
harvesting information from experiment and field measurements in subsurface systems is 
difficult and costly and there are serious physical limitations on the type and scale of data that 
can be gathered. The data determined in physical measurements must then be processed into a 
form useful for mathematical modeling, which is another complex issue. 

In short, there is a tremendous need to improve the existing approaches and devise new 
methodologies for analyzing the creation and propagation of uncertainty in complex subsurface 
systems. There is also a tremendous need to implement uncertainty analysis tools in high 
performance computing environments in order to meet the computational demands associated 
with uncertainty analysis. 
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SUBSURFACE SCIENCE CHALLENGES 

The scientific need for an adequate representation of uncertainty in the analysis of complex 
systems is now widely recognized while the national importance of the issues involving 
subsurface systems, e.g. radioactive waste disposal at Yucca Mountain, carbon sequestration, oil 
and gas recovery, and pollution in groundwater, means that this uncertainty has tremendous 
scientific, societal, and economic implications. 

COMPUTATIONAL SCIENCE CHALLENGES 

There is a critical need for significant high performance computational methods for treating 
uncertainty in all phases of modeling, from uncertainty in experimental results, to uncertainty in 
the evaluation of models and, ultimately, to the quantification and interpretation of uncertainty in 
the results of computational analyses. This need raises theoretical and computational challenges 
in all aspects of modeling a complex system, including data acquisition and treatment, e.g., up or 
downscaling, model uncertainty, numerical simulation error, operator decomposition of physics 
and scales, analysis and quantification of uncertainties, sensitivity analysis, data assimilation, 
and the formulation of optimal decisions.  The challenge to the computational community is to 
develop and implement high performance tools and libraries as well as standardized benchmarks 
for the analysis of uncertainty as a fundamental part of high performance computational 
modeling of complex subsurface systems.  

Another key challenge is the development and implementation of mathematical frameworks for 
analyzing the propagation of uncertainties through complex multiphysics, multiscale subsurface 
systems. Mathematical frameworks must include the effects of data, parameter, and model 
uncertainty as well as errors produced during simulations, and therefore must deal with 
uncertainties described with a variety of statistical and deterministic representations. The 
mathematical approaches must allow for propagation, cancellation, and accumulation of effects 
in order to produce an accurate quantification of the uncertainty in analysis results. Mathematical 
techniques for uncertainty analysis must accommodate abrupt and even discontinuous behavior 
in space and time, e.g., sharp or discontinuous material changes at specified locations in space 
and discontinuous model changes in time arising from specified conditions, as well as multiple 
bifurcations present in specified data and parameter ranges. The techniques must also deal with 
the effects of operator decomposition in a multiphysics model. An associated challenge is to 
develop implementations of the mathematical frameworks for ultra scale computing platforms 
because of the intensive computational demands of the analysis. The high performance software 
for mathematical analysis of uncertainty must be designed “from the ground floor”, as opposed 
to ad hoc implementations on top of existing high performance simulation frameworks. 

Distributing available resources in order to analyze and predict the behavior of a complex 
geological subsurface system both accurately and efficiently is a related critical computational 
challenge. There are enormous costs associated with experiment and field measurements as well 
as severe constraints on the available resolution in computational simulations even on petascale 
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computers. A challenge is to develop and implement frameworks that can adaptively guide the 
distribution of resources in order to reduce the uncertainty in a model analysis. The development 
of truly efficient adaptive frameworks would greatly increase the accuracy in model analysis and 
system prediction that can be achieved with a given amount of resources.  

OPPORTUNITIES AND RESEARCH NEEDS 

This panel identified three significant Priority Research Directions.  

Uncertainty Representation, Uncertainty Propagation and Sensitivity Analysis for 
Subsurface Systems 

Significant uncertainty accompanies any description or prediction of the behavior of a complex 
subsurface system and this uncertainty has important scientific, societal, and economic 
implications. This raises a critical need for high performance computational methods for treating 
uncertainty in all phases of modeling. The challenge is to develop tools and libraries for 
uncertainty analysis as a fundamental component of high performance computational modeling 
of subsurface systems. 

Decision Optimization, Data Assimilation, Control under Uncertainty 

Decision optimization is the computational process that seeks to determine the most 
advantageous, in terms of cost or other criteria, decisions that meet specified physical and 
performance constraints. The challenge is to improve computational methods to optimize 
decisions in the management of large-scale subsurface systems in the presence of uncertainty, 
particularly for evolving systems that required dynamic updating a recalibration in response to 
incoming data. These methods must account for uncertainty, be computationally efficient, and 
take advantage of ultra scale hardware and software. 

Metrics and Benchmarks for Verification and Validation  

Application codes establish credibility for accuracy and reliability by performing domain 
specific verification and validation testing.  Developing the problem descriptions and methods of 
assessment are difficult and time consuming.  Therefore, a common database of metrics and 
benchmarks could greatly improve computational subsurface application verification and 
validation and the assessment of credibility.  The challenge is to produce techniques and 
benchmark problems for verification and validation specific to subsurface science applications. 

CONCLUSION 

Meeting the theoretical and computational challenges associated with treating uncertainty in 
subsurface systems will provide a greatly enhanced ability to fully utilize high performance 
computational platforms in addressing fundamental scientific and societal questions related to 
subsurface processes. This will result in increased confidence in subsurface system analyses, due 
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to enhanced resolution in the analyses and more reliable quantification of the uncertainty in the 
analysis results. Ultimately, this will allow scientifically defensible policy decisions regarding 
issues of national importance such as contamination remediation, carbon sequestration and 
radioactive waste storage. 

CARBON SEQUESTRATION 

CURRENT STATUS 

For at least several decades to come, the United States will rely on fossil fuels for a majority of 
the required and expanding energy production (coal, oil, methane, and possibly oil shale). This 
heavy reliance on fossil fuels will result in increased production of carbon dioxide (CO2) unless 
the nation makes significant progress towards the development of near-zero emission power 
plants. The capture, separation and storage or reuse of carbon, carbon sequestration, should be 
employed to stabilize and eventually reduce concentrations of this greenhouse gas in the 
atmosphere. 

The Department of Energy’s Carbon Sequestration R&D program is tasked to provide science-
based assessments of costs, long-term stabilities and environmental impacts. Clearly modeling 
and simulation will serve as the principal tool in evaluating the technology options, but a number 
of advances in the state-of-the-art are required in a relatively short time frame. 

The panel on Carbon Sequestration identified five priority research directions: 

1. Improved computation of coupled multi-scale process models for carbon sequestration 
2. Efficient risk assessment techniques for carbon sequestration 
3. Development of a subsurface science collaboration infrastructure 
4. Modeling the sequestration of supercritical fluid mixtures 
5. Modeling FutureGen-scale geologic CO2 sequestration. 

SUBSURFACE SCIENCE CHALLENGES 

Improved Computation of Coupled Multi-Scale Process Models For Carbon 
Sequestration 

Given the significant increase in carbon dioxide in the atmosphere associated with burning of 
fossil fuels and the important role that carbon sequestration could play in remediation, significant 
investment is required to predict the long-term fate of CO2 pumped into subsurface geologic 
formations.  Accurate and efficient numerical models are needed to predict CO2 storage 
capabilities, control injection, and assess risk of leakage to the surface.  Fundamental 
improvements over existing simulation models are needed in several key areas.  The subsurface 
is extremely heterogeneous and so requires new methods of characterization, including 4D 
seismic and satellite imaging methods, to detect subsurface deformation and potential leakage.  
New simulators must be able to incorporate this information and provide feedback for gathering 
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it. Individual process models must be discretized numerically to preserve pertinent physical and 
chemical principles.  Near well-bore environments are critical to model accurately as these zones 
will likely change dramatically upon injection of CO2, and abandoned wells create a risk of 
leakage.  Accurate simulation in the presence of heterogeneities will require multi-scale 
discretizations and computational grids that adapt dynamically to zones of rapid changes.  
Sequestration of CO2 in the subsurface is inherently is a complex problem, and accurate 
simulation will require new algorithms for simultaneous coupling of multiple process models.  
Coupled and adaptive, multi-physics, multi-scale, multi-resolutions processes present unique 
computational infrastructure demands due to their scale and heterogeneity in space and time.  
Significant impacts of this research will extend beyond the carbon sequestration problem.  
Improved parallelization methods, numerical algorithms, data assimilation techniques, and 
scaling methods for heterogeneous systems will have dramatic impact on the computational 
sciences as a whole, and computational subsurface science will benefit more broadly, due to the 
similarity of processes that affect sequestration and the fate of near-surface contaminant flows. 

Efficient Risk Assessment Techniques for Carbon Sequestration 

Large scale deployment of geologic CO2 sequestration will require demonstration of 
comprehensive analysis of risks, including financial, health, safety, and environment, associated 
with the technology. Understanding the impact of storing large amount of CO2 over a long time 
frame is a complex problem due to a number of coupled physical and chemical processes. 
Traditional risk analysis approaches cannot be directly applied to geologic systems due to the 
differences in the fundamental behavior of geological systems and engineered systems such as a 
nuclear power plant, including dynamic evolution of component behavior, large uncertainties 
and limited opportunity to perform extensive characterization experiments. This has led to the 
development of approaches that combines extensive PA calculations supplemented with a risk 
analysis based on PA results. The PA calculations can become computationally intensive 
depending on the number of uncertain parameters, typically making it impractical to explore all 
of the combinations to develop statistically meaningful results required for risk analysis. In 
addition, these analyses can take significant time, which could be a limitation for development of 
multiple sequestration sites. 

Subsurface Science Collaboration 

The subsurface science community has been described as “tribal” (but friendly). Codes, datasets 
and computational tools are not openly shared until they are finished products, and even then 
they are sometimes, de facto or de jure, proprietary. An extreme example of this challenge is that 
the petroleum industry, which houses tremendous expertise in subsurface science, is 
underrepresented in many collaborations of interest in CO2 sequestration. 

Modeling the Sequestration of Supercritical Fluid Mixtures 

Geological carbon sequestration is a promising technology for reducing CO2 emissions from 
coal-fired power plants and other CO2 emitters. However, capturing and separating CO2 from the 
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other products of coal combustion can be an expensive process.  This has led to interest in the 
possibility of injection unpurified, or less purified, flue gas from the power plant directly into the 
subsurface.  The flue gas would first be compressed to a supercritical state before injection.  
While the simulation of the injection of supercritical CO2 into the subsurface has become fairly 
routine, an equation of state for a complex mixture of supercritical fluids has not been defined at 
the temperatures and pressures encountered during geologic carbon sequestration.  The challenge 
is to provide thermodynamic properties of the supercritical fluid mixture, along with the 
individual aqueous solubility of each of the flue gas components.  Molecular dynamics modeling 
may be used to simulate these properties, as a supplement to the limited experimental data that is 
available for these complex gas mixtures.  Both the molecular dynamics modeling used to 
determine the equation of state for these supercritical mixtures, and the modeling of the 
subsurface injection of these mixtures are computationally intensive calculations that may be 
greatly accelerated by code parallelization and execution on massively parallel supercomputers. 

Modeling FutureGen-Scale Geologic CO2 Sequestration 

FutureGen power plants will require the efficient capture and secure geologic isolation of CO2 
emissions.  Defensible forecasting of long-term isolation performance demands advanced 
reactive transport simulators that explicitly couple the interdependent multiphase flow, 
geochemical mass transfer, and geomechanical deformation processes that control subsurface 
CO2 migration and trapping.  In addition, field application of these simulators requires site 
characterization and geostatistical methods to define initial and boundary conditions, myriad site-
independent data that underpin the coupled process models to facilitate dynamic system 
evolution, and time-lapse monitoring data to permit iterative improvement of both site 
characterization and dependent modeling efforts.  Further, because the relevant basin-scale 
systems are typically characterized by extreme permeability and compositional heterogeneity 
(often requiring highly resolved domains); because CO2 injection introduces sharp density and 
chemical gradients across dynamic plume boundaries (severely limiting time-step magnitude); 
and because isolation performance must be predicted for 100s-1000s of years, such applications 
also demand advanced parallel architectures, numerical methods, and space-time discretization 
schemes. Finally, the uncertainty bounds that characterize these highly complex simulations 
must be quantified for risk assessment through sensitivity analyses that span the extensive matrix 
of site-characterization and site-independent parameters that influence predictive results 

COMPUTATIONAL SCIENCE CHALLENGES 

Improved Computation of Coupled Multi-Scale Process Models For Carbon 
Sequestration 

Currently available numerical simulation packages do not couple all the needed compositional 
flow, reactive transport, and geomechanics models.  A few simulators have some of these 
capabilities, such as the UT-Austin IPARS parallel multiphase geomechanical geochemistry 
simulator and the SIMWULF compositional, geomechanical, thermal simulator.  In 2004, 
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Lawrence Berkeley National Laboratory coordinated a study to test and evaluate codes to model 
geological sequestration, including various versions of the Lawrence Berkeley National 
Laboratory TOUGH, the Pacific Northwest National Laboratory STOMP, the Los Alamos 
National Laboratory FLOTRAN and FEHM, the Institut Français du Petrole (IFP) SIMUSCOPP, 
the University of Stuttgart MUFTE_UG, and the Computer Modeling Group (CMG) of Canada 
GEM (Pruess et al. 2001; 2004).  The study demonstrated substantial agreement between results 
predicted from different simulations, but also areas with only fair agreement and some 
significant discrepancies.  Most disagreements could be traced to differences in fluid properties.  
However, all but one of the test cases were for 1D homogeneous media (one heterogeneous 2D 
test problem was included).  While this study was extremely useful, it did not compare 3D 
reservoirs with complex heterogeneity on different scales and an equation of state compositional 
flow model along with geochemical and geomechanical effects and non-isothermal phenomena.  
In summary, there appears to be no single simulator that incorporates and adequately models all 
of the major physical and chemical processes induced by injection of CO2 into potential disposal 
reservoirs that is also coupled to a geophysical model.  Moreover, most of the above simulators 
do not include high fidelity algorithms that include error estimators for adaptivity. 

Efficient Risk Assessment Techniques for Carbon Sequestration 

Currently, PAs are performed by developing an overall system model that links multiple sub-
systems or components. In most cases the sub-systems are defined based on differences in the 
fundamental physics that governs the performance of the sub-system. It is impossible to develop 
a single process level numerical model that can couple physics which governs multiple, distinct 
sub-systems. The approach typically used is to capture the behavior of the sub-systems through 
simple analytical formulations or computationally efficient numerical models and link the 
analytical sub-models into the overall system model. The behavior of the sub-systems is 
characterized through laboratory experiments, field experiments/observations or detailed 
numerical simulations. The scientific challenge is to develop approaches that effectively capture 
the behavior at multiple spatial and temporal scales. For example, in geologic CO2 sequestration 
application there are multiple coupled processes taking place in the primary sequestration 
reservoir. The coupled processes include hydrologic, geo-chemical and geo-mechanical 
processes resulting from interaction of CO2 with the reservoir fluids and rock. These processes 
have different time scales, whereas hydrologic processes are relatively fast, geochemical 
interactions are significantly slow. In addition, these processes are intrinsically coupled. In 
defining long-term fate of CO2 in a sequestration reservoir, it is necessary to take into account 
these coupled processes (which can be done through detailed numerical simulations). The 
challenge is to capture this coupled behavior effectively in a systems level model for the 
reservoir, so that it can be used for performance assessment. The computational challenge is to 
develop numerical algorithms that can describe the physics of the sub-system that care 
computationally efficient so that PA modeling can be performed in a timely manner. 
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Subsurface Science Collaboration 

Most scientists conduct analysis and run models in several different software and hardware 
environments, mentally coordinating the export and import of data from one environment to 
another. Scientific and engineering workflows attempt to formalize this ad-hoc process so that 
scientists can design, execute, and communicate procedures repeatedly and with minimal effort. 
These workflows are a blend of scientific problem-solving, engineering design, and traditional 
business workflow techniques. The workflow research for a collaboration infrastructure should 
concentrate on components to enable Dynamic Data-Driven Application Systems (DDDAS) and 
3D visualization. 

In DDDAS, simulations and measurements form a symbiotic feedback control system. In carbon 
sequestration the monitoring of the CO2 plume forms a feedback loop with site characterization 
and the modeling/simulation activities. Integrating enabling components into the scientific and 
engineering workflow framework to support DDDAS is integral to the success of the carbon 
sequestration program. 

On the other hand, 3D visualization is on the critical path to scientific and engineering 
understanding and discovery. Providing scientists and engineers with matching computational, 
analysis and visualization power should be an essential element of a subsurface sciences 
collaboration infrastructure and visualization is currently the weakest link. This work should 
provide a significant step forward in integrating hardware-accelerated visualization into the 
collaboration infrastructure. 

Modeling the Sequestration of Supercritical Fluid Mixtures 

Simulation of CO2 injection into subsurface geologic formations is now done routinely (e.g., Xu 
et al. 2005; Bacon et al. 2006), and the equation of state for the pure CO2 system is fairly well 
developed (Span and Wagner 1996).  The multiphase flow simulators used to simulate 
supercritical CO2 injection (e.g., White and Oostrom 2006; Xu et al. 2006) into the subsurface 
have typically been used to simulate a limited number of fluid components, with either a single 
gas phase or a binary gas mixture (e.g., Oldenburg and Unger 2003).  A multiphase flow model 
is needed that incorporates an equation of state for gas mixtures, along with a means for tracking 
changes in the composition of the gas mixture with time and space.  An equation of state for 
fluid mixtures is needed over a wide range of temperatures and pressures.   

The principle species for this system, CO2, N2, O2 and Ar, are closed electronic shell non-
reactive molecules.  This means that high accuracy can be obtained from a two-body potential 
description of the system without polarization.  There is probably enough data for the pure 
systems to develop highly-accurate two-body like-like potentials.  A site-site interaction 
producing very high accuracy of many properties, including near critical phase coexistence has 
already been reported for the most difficult species CO2 (Zhang and Duan 2005).  Preliminary 
progress has been made for the pure N2 and O2 end members (Duan et al.).  The unlike 
interactions (e.g., CO2-N2 two-body interactions) in these systems are more difficult.  However, 
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because of the lack of dipole in these systems, two body interaction calculated from high level 
quantum chemistry methods (e.g., CCSD(T); Bartlett 2005) should provide sufficient accuracy.  
Again, this is a good system to test the concept of developing a fully first principles 
thermodynamic model of a useful system.   

Given the potential models, the simulations for the flue gas system can proceed, once an efficient 
implementation of the two-body potential for an MD code has been developed.  However, given 
that free energy and partial molar quantities are desired (requiring very large particle number 
simulations) it would be a good idea to develop this code for a massively parallel environment.  
Considerable progress in this direction has recently been reported (Bowers et al. 2006; Fitch et 
al. 2006).  For the prediction of phase equilibria, a Gibbs Ensemble (Panagiotopoulos 1987) or 
similar method should be used.  This means that problems with particle insertion and averaging 
over a mixture composition will require many floating point operations, again suggesting that a 
highly scalable code be developed (Duan et al. 2004).  In principle this is manageable and 
progress has been made for similar mixtures.  These calculations suggest that even in the critical 
region simulations (MC) can yield results with near experimental accuracy. 

Modeling FutureGen-Scale Geologic CO2 Sequestration 

In terms of model development, a key challenge is to achieve computationally efficient and 
robust explicit coupling of models that represent interdependent physical and chemical processes 
operating over a wide range of space-time scales.  A fundamental scientific challenge is to 
determine the spatial dimensions—which may range from plume to basin scale depending on 
reservoir permeability and lateral continuity—that are required to accurately represent injection-
triggered pressure perturbations, dependent evolution of the reservoir/cap-rock/well-bore stress 
regime and strain response, and the ultimate fate of displaced formation waters.  Within this 
appropriately dimensioned domain, a second key challenge is to determine the spatial 
granularity—which may be uniformly course or fine, telescoped from course to fine with 
increasing plume proximity, heterogeneous fine and course to mimic known hydraulic and 
compositional variations, or even dynamic (adaptive gridding techniques)—that is required to 
provide sufficiently accurate simulation of CO2 plume migration, sequestration partitioning 
among distinct trapping mechanisms, and long-term isolation performance, which depends most 
importantly on the evolution of cap-rock/well-bore seal integrity per concomitant geomechanical 
deformation and geochemical alteration processes (Johnson et al., 2005).   Further, spatial 
granularity of the overall domain must be optimized in concert with temporal granularity of 
(i.e., time stepping through) overall simulation time; e.g., appropriate dovetailing of space/time 
granularities is particularly crucial in the context of accurately and efficiently representing the 
migration of steep gradients in fluid-phase saturations and aqueous concentrations, which 
characterize dynamic plume boundaries. 
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OPPORTUNITIES AND RESEARCH NEEDS 

Improved Computation of Coupled Multi-Scale Process Models For Carbon 
Sequestration 

We identify three main classes of challenges for accurate and efficient computational simulation 
of underground carbon sequestration:  1) algorithms for multi-scale modeling of specific, 
individual processes, 2) techniques for modeling the coupling of these specific processes, and  
3) computational software infrastructure tools.  The specific processes requiring multi-scale 
modeling include data interpretation and scaling from site characterization, physics-preserving 
model discretization, well models, accurate representation of natural geologic heterogeneity, and 
adaptive gridding for error reduction. Because of the complexity and shear size of the problem, 
carbon sequestration codes must run on the world’s largest supercomputers. This necessitates 
research on improving massively parallel computation of coupled process models, including 
operator splitting techniques involving both space and time, utilizing implicit, semi-implicit, and 
explicit couplings and adaptive strategies, and error estimation and propagation of errors 
between sub-domains and across process modules. 

Efficient Risk Assessment Techniques for Carbon Sequestration 

A priority direction is the development of numerical algorithms and computational techniques 
that can be used to perform comprehensive, timely risk analysis of geological CO2 sequestration 
sites. These approaches will combine the development of novel methods of risk analysis, up-
scaling methods, model reduction approaches, efficient parameter sampling methods, efficient 
algorithms for large-scale Monte-Carlo simulations (MCS) and application of petascale 
computing.  Developments associated with this research would be beneficial in defining the 
research priorities related to overall geologic sequestration science based on data needs.  In 
addition, developments made during this research will be beneficial to subsurface computational 
science and will be applicable to a number of practical areas such as risk analysis of contaminant 
transport, and the optimization of petroleum reservoir performance. 

Subsurface Science Collaboration 

We propose that the site characterization, monitoring data, and the instruments themselves, be 
integrated into the collaboration infrastructure forming virtual observatories, one for each 
proposed site. These observatories will provide the first carbon sequestration measurement and 
observation systems designed to both to answer significant scientific questions and to have the 
multidisciplinary participation necessary to achieve credible subsurface forecasting and 
prediction. As such, each will transform the way we conduct subsurface science by enabling the 
integration of research, development and demonstration from modeling to observations to 
measurements. 

The repository would utilize a framework that would promote global access and preserve local 
control.  It will provide collaboration tools for tracking and reviewing the development of new 
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and improved codes. The framework would also be capable of sustaining a wide and ever-
evolving variety of codes from the subsurface science community, in modular formats to provide 
a platform for continual improvements. 

Modeling the Sequestration of Supercritical Fluid Mixtures 

Although a general equation of state for supercritical fluid mixtures has been developed (Duan et 
al. 1996), it is not accurate at the lower temperatures generally encountered in geological carbon 
sequestration.  Furthermore, this equation of state must be expanded to include subcritical 
temperatures and pressures, in order to perform simulations for risk analysis where the flue gas 
may rise toward the surface.  Simulation of the sequestration of multicomponent supercritical 
fluid mixtures in the subsurface is a greater computational challenge than modeling pure CO2 
sequestration, due to the more complex equation of state and the need to track relative amounts 
of each fluid component.  Improved scalability of compositional multiphase flow and/or coupled 
reactive transport and multiphase flow models would be needed to meet this challenge. 

Modeling FutureGen-Scale Geologic CO2 Sequestration 

The requisite coupling of diverse process models, the characteristic hydrologic/compositional 
complexity and heterogeneity of basin-scale geologic systems, and the dependent extreme space-
time dimensions and granularities required for numerical simulation of long-term CO2 isolation 
performance demands advanced parallel architectures, numerical methods, and space-time 
discretization schemes.  Hence, large computing clusters are required and must be exploited 
efficiently to carry out these applications; storage issues will be addressed by forming sub-
models on individual processors and allowing communication between them through boundary 
conditions (e.g., Dickinson et al., 2006), while inter-compatibility of sub-models will be 
achieved through iteration.  Great challenges exist in designing such coupling algorithms and 
load balancing as well as data scatter and gather among the myriad process models; all potential 
couplings of scale and process should be explored.  As a result, studies within this research will 
help establish guidelines for the design, development, and implementation of robust and efficient 
massively parallel reactive transport simulators. 

CONCLUSION 

The work recommended here regarding improved computation of coupled multi-scale process 
models, modeling of supercritical fluid mixtures, and development of efficient risk assessment 
techniques will enable more accurate predictions of CO2 sequestration potential of target 
geologic formations, improved assessment of risks to public health, better management of the 
injection process, and long-term modeling of the formation and assessment of human 
intervention when necessary so as to maintain carbon sequestration over time.  

The subsurface science collaboration infrastructure will expedite research and development by 
avoiding duplication of effort and allowing scientists to “stand on each others’ shoulders.” It will 
facilitate collaboration among the large numbers of disciplines and research groups necessary to 
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attack the multiscale, multiphysics nature of CO2 sequestration, and it will accommodate new 
and emerging high-performance computing environments. 

Defensible, accurate forecasting of uncertainty-bound long-term CO2 isolation performance will 
be a required component of FutureGen power plants.   Sophisticated predictive efforts of this 
kind absolutely demand advanced reactive transport modeling capabilities.  Studies within this 
PRD will significantly improve and demonstrate such capabilities and, as a result, our ability to 
identify optimal geologic targets for CO2 storage, forecast their long-term isolation performance, 
and optimize injection strategies and monitoring programs to achieve and verify such 
performance.  
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COUPLED PHENOMENA 

CURRENT STATUS 

Current mathematical and computational capabilities for modeling coupled phenomena are 
inadequate for addressing future DOE subsurface science challenges.  High-fidelity simulation of 
subsurface processes must be built on a fundamental understanding of multifluid, multiphase, 
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multicomponent flow and transport, biochemical and geochemical reactions, thermal and 
geomechanical effects, all interacting within a highly heterogeneous porous media. Sensitivity to 
physical processes and model parameters, and uncertainties in parameters, media properties and 
the current state of the system, must be taken into account.  Optimal decision making and risk 
reduction will require the development of a comprehensive uncertainty/sensitivity analysis 
framework, within which coupled process models will be executed hundreds to thousands of 
times under different scenarios. The magnitude of this effort will tax even petascale 
computational resources; for it to be feasible will require new modeling approaches and the 
development of efficient and flexible high-fidelity simulators for coupled subsurface processes.   

Unlike engineered systems, natural geologic formations are extremely complex.  Material 
properties display high variability and complex spatial correlation structures span a rich 
hierarchy of length scales.  In these subsurface systems, coupled subsurface processes involving 
multiphase, multicomponent interactions exhibit a wide variety of behaviors over a large range 
of spatial and temporal scales.  It is not possible (or desirable) to include all these length and 
time scales in mathematical models of coupled flow and reactive transport.   The current practice 
is to develop models based on the continuum scale where Darcy’s law applies and the 
geometrical complexity of the pore space is averaged and replaced by empirically determined 
effective parameters or constitutive relations.  This is adequate for most single phase flow and 
non-reactive transport.  However, for complex, coupled, nonlinear processes (e.g., multiphase 
flow, biogeochemical reactions, and geomechanics), the lack of rigorous frameworks for 
upscaling undermines the reliability of predictive simulations used to inform decisions affecting 
the environment and human health. 

Current capabilities for data management (acquisition, transport, storage, calibration, analysis, 
integration, and visualization) are inadequate for modeling and simulating complex, coupled, 
multiscale subsurface processes. As the processes requiring understanding and prediction 
become more complex, coupling of large-scale phenomena becomes more important and data 
management requirements become more challenging. Since processor speeds are not increasing 
significantly, coupled subsurface computations will need to use more processes and data 
management tools that allow for effective use of many processors for coupled bio, geo, and 
chemical processes. Adaptive decouplings within the code, to take advantage of weak physical 
couplings, or domain decomposition techniques will require very flexible, modular data 
management capabilities not currently available. 

SUBSURFACE SCIENCE CHALLENGES 

Challenges such as contaminant transport, CO2 sequestration, and nontraditional energy 
production demand effective coupled simulations. The integration of dispersed data sources and 
the management of petascale datasets will enable coupled process simulation and the knowledge 
required by decision makers. 
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Environmental Management has many challenges in subsurface transport, coupled 
biogeochemical processes, attenuation, stabilization, modes of release, risk assessment, and 
regulatory compliance. All of these applications involve complex coupled phenomena, are 
extremely data intensive, require advanced data management, and ultra scale computational 
tools.  Radioactive Waste challenges are siting, licensing, constructing and operating high-level 
waste sites. Processes are infiltration of water, corrosion of materials, coupled hydro-thermo-
geo-chemical. Chemical transport in diverse media and long-term uncertainty in the data greatly 
complicate the data management issues. Fossil Energy challenges include CO2 sequestration, oil 
shale and oil sands recovery, enhanced oil recovery, improved fossil energy utilization and 
hydrogen production from fossil fuels. 

Since coupled processes are present in each application domain of importance to subsurface 
sciences, we must overcome the difficulties in treating enormous, disparate data structures that 
require adaptive access to metadata and complex data retrieval capabilities.  Coupling of 
complex phenomena complicates uncertainty analysis and quantification by introducing 
additional sources of uncertainty.  We need novel methods for dealing with uncertainty in both 
scale and process coupling.  Since the massive coupling of large processes generates enormous, 
dense matrices in simulation codes, the adaptive utilization of decoupled processes solution 
schemes for mildly coupled processes must be developed. The development of efficient, 
effective data management tools for large coupled processes will enable major advances in our 
modeling and prediction of subsurface processes and will greatly assist in critical decision 
processes in each aspect of the DOE. 

COMPUTATIONAL SCIENCE CHALLENGES 

The principal impact of this research on computational science will be the development of 
scalable multiscale/multiphysics algorithms on petascale computers that use novel approaches to 
load balancing, data communication across components, and dynamic, adaptive restructuring of 
computational grids and algorithms in response to time evolution of complex systems.  A critical 
outcome of developing accurate and robust multiscale methods to simulate process coupling is 
the ability to identify how detail may be sacrificed in exchange for accurately simulating 
increasingly large systems. 

OPPORTUNITIES AND RESEARCH NEEDS 

This panel identified three Priority Research Directions. 

Mathematical and Numerical Simulations of Multiscale Subsurface Process 
Coupling  

This priority research direction focuses on developing mathematical concepts, computational 
algorithms and petascale software required to understand and quantitatively predict the nature of 
coupled subsurface phenomena (hydraulic, thermal, geomechanical and biogeochemical) across 
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a range of scales.  These phenomena are dominated by complex heterogeneities, multiphase, 
multicomponent flows and interacting, scale-dependent processes. Existing codes are unable to 
simulate these phenomena with sufficient fidelity for decision-making in part because they do 
not consistently account for multiscale interactions. The pressing issues facing DOE (e.g., 
remediation of mixed organic-radionuclide wastes, long-term radioactive waste isolation, impact 
of underground nuclear tests on water and contaminant movement, geologic CO2 sequestration, 
methane hydrate extraction, oil shale development)  require models that couple several processes 
(e.g., flow, biogeochemistry, thermal, geomechanical).  For these problems, addressing the 
complexities of spatial coupling across scales calls for novel multiscale computational 
frameworks and architectures that can consistently feed information across scales (both 
upscaling and downscaling) to simulate coupled process dynamics efficiently. 

Achieving efficient adaptivity in upscaling is a challenging task for multiphysics, multiscale 
problems. Identifying coarse regions and corresponding upscaled models, as well as setting up an 
adaptive coarse grid in the regions without apparent scale separation, is essential for accuracy 
and robustness of coarse-scale models. Development of mathematical tools, such as error 
indicators, to guide these coarsening strategies is an important issue that needs to be addressed.  
Such a multiscale computational framework would require incorporating ideas from 
computational upscaling/downscaling, mathematical upscaling/downscaling, and data 
assimilation.  It would require taking advantage of the strengths of each area in a consistent 
manner with uncertainty determined in a quantifiable way. Implementation of such a multiscale 
framework would require tremendous (petascale) computational resources. 

Within a multiscale framework, it will be necessary to propagate uncertainty through process 
dynamics across a range of scales to accurately quantify uncertainty in predictions of system 
behavior and risk associated with non-compliance.  The mathematical frameworks for 
uncertainty propagation (e.g., Monte Carlo techniques, approximate covariance propagation 
equations, or polynomial chaos theories) lead to computational problems that are vastly different 
from their deterministic counterparts.   

The challenging problem is to develop a rigorous methodology that can capture nonlocal effects 
accurately for heterogeneous systems across multiple scales where a scale separation assumption 
is inappropriate. For accurate upscaling, development of approaches and concepts that take into 
account global effects and while remaining applicable to problems without scale separation is 
essential. Addressing this challenging task for various subsurface problems is important for not 
only upscaling, but also for efficient preconditioning techniques that rely on accurate 
interpolation / downscaling techniques. 

High Fidelity Petascale Simulation of Coupled Phenomena 

There is a consensus within the subsurface community that solving key DOE application 
problems requires the modeling of a broad range of coupled phenomena in a complex 
heterogeneous subsurface. Coupling of non-isothermal, multiphase, multicomponent flow with 
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geomechanics and biogeochemistry is required to adequately capture system behavior.  The 
diagram below connects several DOE subsurface science challenges with the primary, secondary 
and emerging physical processes of interest to each application.  Despite some general 
understanding of the processes involved, we do not have a complete understanding of how to 
describe and efficiently simulate these coupled phenomena. As a result, existing code 
technologies generally rely on one of two strategies.  The first strategy is to couple existing 
legacy codes via external interfaces.  The second approach is to couple all processes through 
fully implicit temporal discretizations combined with extremely robust but low order spatial 
discretizations to ensure numerical stability.  These choices are made at the expense of high 
fidelity, computational efficiency and the ability to effectively exploit new high-performance 
parallel architectures.  There is a priority need to develop next-generation multiphysics 
subsurface simulation capabilities/methods that enable a significant increase in the fidelity of 
subsurface modeling.  Achieving this goal will require three basic elements. First, we must 
develop novel coupling/decoupling strategies based on a detailed analysis of the interaction of 
processes in subsurface flow.  These new coupling/decoupling strategies must then be combined 
with emerging discretization and gridding approaches to improve the accuracy of subsurface 
modeling methodology without sacrificing robustness.  Finally, these discretizations must be 
integrated with modern solver technologies so that the computational models can effectively 
exploit new petascale architectures.  

Data Management for Coupled Phenomena 

The goal for this research direction is to create integrated, petascale data management tools for 
disparate types of multiscale data. Advances in computational infrastructure, with petaflop 
computing and multiple petabyte online storage, are needed to support simulating coupled 
processes on very large spatial and temporal scales. The architectures and software tools for 
managing the requisite data and for choreographing the interactions between computation and 
data, however, are not currently available. 

Since the modeling of detailed, multiscale processes in complex subsurface systems leads to data 
and computationally intense simulations, it is vital to create integrated petascale data 
management tools that support data access and mining, geostatistical analyis, pre- and post-
processing, as well as visualization.  Due to advances in computational infrastructure with 
petascale computing and multiple petabyte online storage, simulating coupled subsurface fluid 
flow processes on very large spatial and temporal scales is becoming attainable. The 
architectures and software tools for managing the requisite data and for choreographing the 
interactions between computation and data, however, are not currently available. The major 
issues are: 

• Input datasets are huge, come from diverse sources in multiple formats, and must be ingested 
at various different (spatial and temporal) scales. Typically, input data are collected from 
different collaborators located in various geographic locations and may derive from field 
measurements, from lab measurements, or from the output of computational models.  
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Furthermore, it may not be fully known at the outset what datasets will need to be ingested 
(e.g., dynamically adaptive multiscale simulations). 

• Output datasets are similarly large and formatted for use for multiple application objectives. 
It is also very common that an open-ended number of other collaborators or systems use the 
output data of one system. 

• During the coupled computation, large amounts of data will be transferred among the various 
computing elements engaged in the computation. Again, due to the need for dynamic multi-
scaling, the pattern and volumes of these transfers will not be know at the outset of the 
computation. 

• During the coupled computation, large checkpoint files will need to be written. 

• In addition to existing input datasets, real-time data from intelligent sensors will be important 
inputs to subsurface science computations. These intelligent sensors, when combined with 
the Dynamic Data-Driven Application Systems (DDDAS) paradigm, make it possible to 
modify the configuration of the intelligent sensors during the course of the computation.  

• It is particularly important for datasets used in subsurface science to be coordinated with 
accurate GIS information while modeling coupled surface/subsurface systems. 

This need for coupled computations to receive inputs from many different sources and to provide 
outputs to many different applications strengthens the need for data and metadata format 
standards. One current example, relevant to coupled computations for subsurface science, is the 
current version of Hierarchical Data Format (HDF5). Metadata for specific kinds of data relevant 
to subsurface science is needed; cf. the Open Geospatial Consortium (www.opengeospatial.org) 
for a significant metadata initiative in a related field. 

Given these distributed, large-scale, near real-time data sharing/collaboration requirements, a 
common Data Collaboration Platform that can provide integrative support for data 
management/sharing and for choreography among data assembly, computation, visualization, 
and the steering of computations and instrument configuration, is urgently needed. 

CONCLUSION 

This is an opportune time to develop next-generation multiphysics subsurface simulators  that are 
flexible enough to take advantage of the known coupled physics/chemistry/biology and data at 
appropriate scales and link them to provide high-fidelity predictions.  We envisage the 
development of robust computational upscaling and downscaling approaches that permit 
consistent transfer of information across scales for coupled nonlinear processes and feedbacks.  
Emerging petascale computing platforms and data management systems are essential 
components for the development of these novel modeling capabilities.  
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RESEARCH AT FUNDAMENTAL SCALES 

CURRENT STATUS AND SUMMARY OF CHALLENGES 

Providing safe and reliable energy while protecting the quality of critical groundwater supplies 
requires significant improvements to uncertainty quantification in simulations of subsurface 
flow. Meeting CO2 sequestration MMV (measurement, monitoring and verification) demands as 
well as needs for the characterization of relevant processes and properties at Department of 
Energy (DOE) waste legacy sites requires the ability to model the temporal and spatial evolution 
of fluids and corresponding transport pathways within heterogeneous geological systems. All 
subsurface science models involve multiple poorly separated length and time scales and 
complex, coupled physical phenomena.  An understanding of the linkages between all of the 
different temporal and spatial scales is thus critical. No matter how detailed the physics in a 
reactive-transport model, if the critical underlying physical, chemical and biological data are 
missing or unreliable, the accurate predictive capability of a model can be compromised. To 
model processes at one scale requires that we understand the important variables at smaller 
scales to insure that these variables are accurately represented at the larger scale. The coupling of 
mathematical models between fundamental scales (atomistic, pore, laboratory, and field) plays a 
defining role in understanding subsurface phenomena related to aquifer management, waste 
clean-up and CO2 sequestration. Laboratory and field scale measurements show that reactive 
processes at the pore scale may have significant impact on long-range contaminant transport. For 
example, failed predictions of uranium removal by ambient groundwater flow at the 300 Area of 
Hanford are increasingly thought to be a consequence of slow leaching a sub-millimeter length 
scales. Improvement in both the data and the conceptual models will lead to simulations that are 
more scientifically defensible. Great care must be taken to minimize errors in the data used in 
sophisticated environmental or chemical process models so that these errors do not accumulate, 
propagate, and ultimately invalidate the macroscopic-scale models.  Currently, direct numerical 
simulation from fundamental scales to field scale is impossible. Thus, what are the critical 
phenomena that are important at the individual scales and how does one use data from different 
scales in coupled models? What are the critical scientific, mathematical and simulation 
approaches to deal with the complex geological scales important to the DOE’s efforts in 
subsurface modeling. The Panel on Research at Fundamental Scales dealt with these issues. 

A summary of the fundamental spatial scales and appropriate computational approaches and 
critical application scales is given in Table 1.  

Table 1.  Fundamental Spatial Scales and Computational Methods 

Fundamental Scales Computational Approach 
Molecular Schrödinger Equation 
Molecular, nano Molecular Dynamics 
Micron (colloidal particles, polymers) mesoscale modeling 
Pore   Discrete grains, continuum or discrete description of 
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fluids, Smoothed Particle Hydrodynamics/Discrete 
Particle Dynamics/ Lattice Boltzmann / Computational 
Fluid Dynamics 

Application Scales Critical Physical Phenomena 
Mineral-water interface Adsorption, mineral growth/dissolution, redox 
Pore network Linked pores and grains 
Continuum (porous medium)   Darcy flow, bulk concentration reactions 
Aquifer/aquitard heterogeneous porous media 
Geological basin features that control fluid flow and geochemistry – 

fractures, stratigraphy 

Many fundamental spatial scales are important for contaminant fate and transport modeling in 
the subsurface ranging from the molecular to the nanoscale to the mesoscale polymer/colloidal), 
and to the pore scale. There are also many time scales of importance ranging from the femto-
second time steps of molecular motions to the millions (and billions) of years of geological time 
scales. These scales provide the basic parameters which serve as the basis of the physical models 
important at even larger scales beginning with pore networks and fractures to the continuum 
porous medium to the aquifer scale and then to the geological basin scale.  

The computational approaches to deal with these scales and the coupling between scales led to 
the development of a set of Proposed Research Directions as outlined in Table 2. These PRDs 
began at the smallest scale, that of atoms and molecules and went up to the need to develop 
experimental approaches and datasets to validate models as well as to provide critical data at 
different scales. Although most of the scales are separated by spatial size, there was a specific 
PRD on bridging time scales and the individual PRDs on spatial scales also dealt with different 
time scaling issues. 

Table 2.  Proposed Research Directions – Fundamental Scales 

Computational Model Development for Critical Processes at Fundamental Scales: Molecular and Nano 
Pore Scale and Microscale Computational Polymer and Colloidal Science for Subsurface Applications 
Modeling Processes at the Pore Scale 
Efficient Bridging of Time Scales 
Multiscale Analysis 
Highly-Resolved Numerical Testbeds for Evaluation of Upscaled Models  
Improved Media Parameterization and Reconstruction 
Coupled Geophysical Imaging for Subsurface Fluid Identification and Process Characterization 

We expect that advances in the application of computational approaches to subsurface science 
and technology will benefit substantially from the efforts made by computational scientists 
working on a very wide range of commercially and scientifically important applications. We 
believe that it will be important for the computational subsurface science community to work 
closely with this larger community. Advances will require teamwork between computational 
chemists, biologists applied mathematicians and computer scientists. 
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COMPUTATIONAL MODEL DEVELOPMENT FOR CRITICAL 
PROCESSES AT FUNDAMENTAL SCALES: MOLECULAR AND NANO  

Models of contaminant fate and transport in the subsurface are built on detailed knowledge of the 
binding and reaction of contaminants on soil particles as well as transport and reaction in 
groundwater. There is a critical need for improved data at the molecular and nanoscale for such 
models in terms of both spatial length and time lengths from the femto-second to seconds and 
larger. These scales are the most fundamental small scales in both space and time that are 
relevant to subsurface modeling. These are the scales when coupled to thermodynamics provide 
the basic equilibrium and kinetic data necessary for all subsurface transport models. Improved 
data at these fundamental small scales are needed for effective models at larger scales such as 
colloid and pore scales, which then connect to higher levels at the pore network, fracture and 
geological basin scales. Substantial advances are needed in electronic structure and molecular 
dynamics approaches to provide reliable predictions of the thermodynamics and kinetics of 
complex geochemical and biogeochemical systems. The availability of petaflop computer 
architectures and the development of computational approaches and algorithms that take full 
advantage of these architectures will allow us to make great strides in understanding the 
molecular/nano-scale chemistry of complex subsurface systems and evaluating which data from 
these scales must be incorporated into larger-scale models for accurate prediction of field-scale 
processes. 

Great progress has occurred over the last two decades in understanding the fundamental 
chemical processes that govern contaminant fate and transport.  This progress has occurred 
through a combination of experimental advances driven by access to high-end measurement 
capabilities and of computational chemistry advances made possible by the availability of more 
advanced computer architectures. However, because of the complexity of the subsurface 
environment, substantial advances in theory, algorithms, software, and access to high 
performance computers are still needed for such progress at the small scales to continue. 
Advances are required in electronic structure methods to deal with complex surfaces, to provide 
accurate results for the thermodynamics of solutions interacting with mineral surfaces, and to 
provide reliable predictions of kinetics in such complex systems. In addition, there are serious 
issues with current dynamical simulation techniques in terms of the length of the possible 
dynamical simulation, which will require substantial advances in theory and algorithms 
especially for petaflop computing if we are to reliably simulate the dynamics of large nanoscale 
systems for times beyond nanoseconds. Finally, there is a need to model biological processes 
from the protein and cell membrane scale to the cell scale to the community level as all of these 
can have substantial impacts on subsurface processes. The community scale is at the >mm scale. 
Improving existing capabilities will have both immediate and long-term impacts.  
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Pore Scale and Microscale Computational Polymer and Colloidal Science for 
Subsurface Applications  

The prediction of the behavior of small particles and polymers in complex pore spaces and 
fracture apertures is challenging because multiple physical processes acting on a wide range of 
length scales must be taken into account.  Computer simulations have been used for more than 
half a century to develop a better understanding of polymers and colloids. During this time, rapid 
increases in computing speed and memory capacity and speed have enabled steady progress from 
simple models such as the self-avoiding random walk model for polymer molecules in a good 
solvent to the realistic simulations of the folding of protein molecules in aqueous environments. 
In the past, most simulations of polymers and colloids have focused on the discovery and testing 
of scaling relationships, fractal dimensions, and other “universal” or generic characteristics and 
behaviors. The models used for this purpose have usually been based on simple particle shapes 
and interaction potentials – often selected to offset the effects of limited computing capability. 
The simulation of protein folding is a notable exception, but a detailed molecular dynamics 
simulation of protein folding, using the fastest computers available today, is possible only for 
small, rapidly folding, proteins. In addition, most simulations have been carried out using only a 
single computational method (Monte Carlo simulation, molecular dynamics, dissipative particle 
dynamics or Brownian dynamics, for example). Such simulations take into account only a 
limited subset of the physical processes that play an important role in most physical polymer and 
colloidal systems. In addition, the application of particle-level and molecular simulations to the 
behavior of polymers, colloids and nanoparticles in the subsurface has been quite limited. 

A new generation of multiscale, multiphysics (and multi-algorithm) codes that perform well on 
petascale computing systems are needed to raise computational polymer and colloid science for 
subsurface applications to a new level.  This new capability will allow system specific 
simulations that include all relevant physical process to be applied to subsurface problems and 
applications and will lead to a reduction in the number of experiments. The same approach will 
also provide the information and insights needed to better predict the behavior of polymers and 
particles in the subsurface, and eventually pore scale models will be coupled with continuum 
scale models for a variety of applications including prediction of the fate and transport of toxic 
particles formed in radioactive waste repositories, and the impact of synthetic or biologically 
generated particles and polymers on oil recovery. As computing capability grows and improved 
understanding and experience leads to better algorithms, the accuracy of system specific 
simulations will increase and they will play an increasingly important role in the development of 
polymers, colloids and nanoparticles for subsurface applications and in predicting the behavior 
of anthropogenic and natural polymers and particles in the subsurface. After ten years, we expect 
that fully coupled multiscale multiphysics methods will allow particle level simulations to inform 
larger scale subsurface flow and transport models in a fully integrated manner.   
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Modeling Processes at the Pore Scale  

Pore scale modeling has been used for several decades to simulate single phase and multiphase 
fluid flow in fractured and porous media, and recently these models have been coupled with 
simple models for precipitation, dissolution, and the transport of dissolved substances. Methods 
that have been developed to simulate multiphase fluid flow by the astrophysics, statistical 
physics and computational fluid dynamics communities have been modified and applied to the 
behavior of fluids in the subsurface. In addition, recent advances in lattice Boltzmann methods 
have substantially expanded the range of potential applications to subsurface processes. Despite 
these advances, we currently do not have algorithms that can be applied to the full range of fluids 
and conditions that are important in subsurface systems. In particular, large viscosity, density and 
compressibility ratios are a challenge for most methods. In addition, some promising methods 
such a smoothed particle hydrodynamics and dissipative particle dynamics have been applied 
only on quite small scales (a small number of pores or fractures). However, improved codes on 
more capable computing systems are needed to simulate the behavior of reactive fluids with a 
wide range of properties under the full range of conditions relevant to subsurface applications. 
Petascale computing is needed to enable the application of these methods (and other methods 
based on “first principles” approaches) to systems on the scale of those currently simulated using 
more empirical and approximate pore network models. For the first time, this will enable the gap 
between pore scale and continuum scale models to be closed using accurate methods based on 
first principles (at least for those systems for which the concept of a representative elementary 
volume (REV) is valid and the application of traditional continuum modeling approaches can be 
justified). However many important applications will also require the development of better 
single physics algorithms and new codes that couple all-important physical and chemical 
processes on a wide range of length and time scales. In some cases, information from or coupling 
with atomistic and mesoscale (between the atomistic scales and the scales on which fluids can be 
represented by continuum fields) simulations will be required, while in other cases, pore scale 
models will be based primarily on experimental information such as fluid viscosities and surface 
tensions. For example, the coupling between fluid flow and fluid-fluid-solid contact line 
dynamics depends on atomistic and mesoscale physics, and complex evolving sub pore scale 
morphologies (and the associated changes in surface areas and reactivities) which can change 
rapidly as geosystems are forced far from equilibrium must be taken into account in many 
applications. Eventually, pore-scale models will be coupled with atomistic and/or continuum 
scale models on computing systems with capabilities that substantially exceed those of current 
systems. Although we expect that, with the right resources, critical advances can be made during 
the next five-ten years, challenges requiring new ideas, new methods and new, much more 
capable, computing systems will remain.  

Efficient Bridging of Time Scales 

The wide range of temporal scales in subsurface science, from the tenths of picosecond motions 
of atoms in formation fluids and minerals to geological scales in million of years poses an even 
larger computational challenge then does the large range of spatial scales described above. This 
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is a major obstacle for accurate predictability from simulations in subsurface science is the wide 
range of temporal scales. The development of innovative computational techniques for 
incorporating phenomena on fundamental time and spatial scales into models that are relevant on 
field scales is needed. Improvement of fast solvers on fundamental scales is necessary. The 
fundamental algorithms of atomistic modeling need to be improved in order to provide accurate 
solutions of the electronic Schrödinger equation based on new algorithms that will take full 
advantage of modern computer architectures in order to use ab initio molecular dynamics on 
realistic systems. New techniques are required for the prediction of the rare events that represent 
abrupt qualitative changes in the system (e.g. chemical reactions). At atomistic scales, the goal is 
to extend the time that can be accurately simulated. Rare event methodologies would also apply 
to other relevant time scales. Coupled multi-scale methods are also important. Recent 
developments have introduced new paradigms for on-the-fly coupling of, for example, atomistic 
and continuum models in the same simulation. Subsurface simulation is an ideal environment to 
develop these paradigms into concrete algorithms. One example is mapping of ab initio 
(calculated from the electronic Schrödinger equation) interactions and dynamics to adaptive 
effective potentials to be used in a larger time scale molecular dynamics simulation.  Another 
example is the use of pore scale network models to dynamically generate parameters for a Darcy 
type simulation. The impact of massively parallel computing on simulation fidelity has been 
fundamental. Parallelization by spatial domain decomposition is standard. Parallelization in the 
time dimension is much harder. A few new technologies have been introduced. It will be 
advantageous to adapt these parallel-in time algorithms to the modeling subsurface processes and 
apply them, for example, to pore-scale flow simulations where friction and dissipation are 
present. Success on these projects would make it possible to fully take advantage of future 
generation computer architectures for the reliable simulation of essential subsurface processes. 

Multiscale Analysis  

Experimental and field scale measurements have demonstrated that reactive processes at the pore 
scale may strongly affect long-range, even field-scale, contaminant transport.  While modeling 
efforts exist at specific fundamental scales, multiscale techniques that accurately capture the 
influence of geochemical reactions over a range of strongly coupled, non-well separated scales is 
in its infancy.  Moreover, the required dynamic range of scales in both time and space is 
sufficiently large that fully resolved reaction simulations are unattainable.  Combining the 
potential resolution and fidelity of direct numerical simulations made possible by petascale 
computing with current experimental and modeling efforts will stimulate new computational and 
theoretical advances in multiscale analysis.  These advances will play a critical role in 
conducting simulations with well-characterized uncertainty which, in turn, will drive responsible 
policy decision and program development. Existing theories and computational tools have 
limited capability to treat the extreme range of closely coupled time and length scales typically 
present in reactive transport. New developments in multiscale analysis are required to 
significantly reduce uncertainty in subsurface flow simulations. A priority research area is the 
development of rigorous approaches for upscaling in the presence of many spatial and temporal 
scales. Application of such approaches to models of reactive transport with high reaction rates is 
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of critical importance. Progress in this direction will drive development in related areas:  (a) 
upscaling flow and non-reactive transport in disordered or random media; (b) downscaling of 
coarse data used for site characterization; and (c) upscaling over time scales. The computational 
component of this research is critical and depends on Petascale class computing to advance 
numerical methods and mathematical models at specific scales, to facilitate bridging of 
neighboring scales through direct high-resolution simulations, and to conduct large ensemble 
studies. The synergy of these studies will provide the critically needed, high fidelity predictive 
simulations, with well characterized uncertainty, that are necessary for predicting accurate flow 
dynamics at the field scale. 

Highly-Resolved Numerical Testbeds for Evaluation of Upscaled Models  

All subsurface science models involve multiple poorly separated length and time scales and 
complex, coupled physical phenomena.  Direct numerical simulation from fundamental scales to 
field scale is currently impossible.  Analytic understanding of scaling is incomplete; upscaling 
commonly requires simplifying assumptions that are often invalid, and downscaling commonly 
leads to an ill-posed inverse problem.  Research is needed to identify the minimum information 
that must be transferred across scales to maintain model validity.  Work is needed on developing 
hybrid models based on local scale refinement and hierarchical models that maintain accuracy 
across scales by means of scientifically and mathematically defensible upscaling techniques.  
There is currently little or no basis on which to (1) determine appropriate sequences of scales for 
models and 2) evaluate the impacts of information loss due to upscaling.  We recommend 
developing highly resolved, computationally demanding models of specific processes to serve as 
testbeds, or set of benchmarks, for evaluating upscaling methods and upscaled models. These 
numerical testbeds should represent the best current understanding of selected subsurface flow, 
transport, and reaction processes at fundamental scales (e.g., pore-scale or smaller), combined 
with state-of-the-art non-invasive characterization datasets. This testbed will require 
tera/petascale computational resources because 1) the simulation of processes at the relevant 
scales will be highly computationally intensive, and 2) the specific nature of each testbed will 
allow customized code with minimal overhead to be designed for maximum scalability.  
Advanced visualization, data mining, and data management tools should be utilized to maximize 
the availability and usefulness of the numerical testbeds once the simulation process is 
completed.  The benchmark problems need to be validated using laboratory or field data.  
Advanced algorithms, mathematics, and computational methods will be developed for solving 
large problems and will provide a validation basis for application-level codes and models. 

Improved Media Parameterization and Reconstruction  

Critical geologic features, such as mechanical discontinuities, for any subsurface 
reservoir/repository exhibit heterogeneity that spans multiple scales.  Mechanical discontinuities 
range in scale from a few microns (micro-cracks) to centimeters-meters (fractures, joints) to 
kilometers (faults).  They can occur singly or in sets producing heterogeneity from the pore scale 
to the reservoir scale. This heterogeneity will vary temporally because of participation in the 
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hydrogeologic, geochemical, biogeochemical and tectonic cycles, in addition to any human 
activities/interference.  The prediction of the effect of subsurface media heterogeneity on 
physical phenomena at the decision level scale depends crucially on the parameterization of 
heterogeneity. In addition, the long time interval simulation of configurations with varying media 
structures needs the capability of creating samples of media with prescribed heterogeneity 
parameters (the inverse problem). A priority research direction is the development and validation 
of efficient media parameterizations that correctly capture the interaction between the various 
subsurface physical processes at all the relevant scales as well as the development of algorithms 
to solve the inverse problem. Such parameterizations must be amenable to uncertainty 
quantification to address the pervasive risk assessment questions that appear in mission-directed 
subsurface investigations. Statistical uncertainty quantification that has found its way into 
subsurface modeling usually treats the computational model as a black box. New approaches 
must bring uncertainty quantification into the model specification and result in computational 
models that fully incorporate uncertainty propagation rather than compute it through replication 
or approximately as an afterthought.  

An essential component of this research direction is the experimental data-based validation of the 
models and algorithms that will result from this research. Exciting opportunities result from the 
fact at the core level (~10 cm) a wealth of experimental data can be generated which can be used 
for the validation of the relationship between parameterizations, microstructure and subsurface 
physical phenomena. This work will require substantial access to leadership class computational 
resources to solve the stochastic optimization, uncertainty quantification, parameterization 
selection, and design of experiments problems that arise in resolving the problem of media 
parameterization and reconstruction for computational subsurface science.  

Coupled Geophysical Imaging for Subsurface Fluid Identification and Process 
Characterization  

In order to obtain the necessary data for subsurface modeling, one must have the ability to obtain 
cost effective, volumetric and near time information on the temporal and spatial evolution of 
fluids and corresponding transport pathways within heterogeneous geological systems. 
Traditional approaches to monitor and characterize such processes through point sampling 
sensors in boreholes are expensive and fail to provide sufficient information. Traditional 
methods to monitor the lateral and volumetric extent of sequestered CO2 and subsurface 
contamination and/or determine changes in the lithology, which control transport, involve the use 
of instrumented wells. Data from such wells provides an insufficient characterization of relevant 
subsurface processes and properties within heterogeneous geological media. While the 
information from boreholes is of very high resolution at a very fine scale in the direction along 
the borehole, it represents a very limited sampling of the subsurface in other spatial directions. In 
addition, dense temporal sampling of boreholes for all but the simplest parameters is financially 
infeasible. As the subsurface typically will have significant lateral and vertical variations in 
geology and physical properties, major features that affect the storage of CO2 and contaminant 
migration and transport will often be completely missed by borehole sampling. In addition, 
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processes will only be detected if they affect the value at the sampling point at the moment of 
sampling. The only feasible approach to this problem is a comprehensive subsurface imaging 
effort that effectively exploits both multi modal geophysical data (including seismic and 
electromagnetic wavefield data and electrical field data) and confirmatory point measurement 
data. Such a comprehensive subsurface imaging effort must provide for quantitative prediction of 
subsurface processes, including fluid identification and transport pathways. It will require novel 
computational and numerical tools in the development and enhancement of effective joint 
imaging methodologies which can utilize temporally and spatially dense 3D and 4D (time lapse) 
geophysical data (electrical, electromagnetic and seismic).  

To resolve the data sampling problem, joint geophysical imaging technologies need to be 
advanced and developed which can take advantage of the increasingly more common time lapse 
geophysical datasets. Development of a coupled geophysical imaging capability will need to be 
based on novel inverse methodologies as well as on detailed, physics based modeling which 
links the micro and meso scale properties of the subsurface system and the processes occurring 
in such systems to the macroscopically observed (change in) geophysical response. The novel 
inverse methodologies will require faster methods for evaluating gradient, Jacobian or Hessian 
operators within the chosen inversion/imaging framework as well as the effective use of 
anticipated advancements in solvers, preconditioners and multi-grid and multi-level methods that 
utilize Petaflop computing distributed architectures. In addition, coupled inversion will require 
innovative measures to link different physical models and data (both geophysical and point data) 
together in a way which honors method and geometry dependent differences in resolutions and 
uncertainties as well as theoretical and field derived relationships between different physical 
parameters. The imaging technologies and analysis should be able to provide high resolution 
information on fluid processes and properties in heterogeneous geological media with sufficient 
resolution and confidence for both regulatory and operational needs. 

Such developments would lead to a significant breakthrough in our ability to image properties 
and processes in the subsurface, make quantitative predictions on flow fields and saturation 
levels, and obtain information on the properties that affect subsurface flow and transport at 
unprecedented resolution. This development is conditional on 1) the availability of extensive and 
high quality geophysical datasets over relevant field sites and well described test beds and 2) the 
establishment of extensive interactions and collaborations between geophysicists and 
computational scientists. This development will result in tools that can be coupled to advanced 
pore and continuum scale models in other domain areas (e.g., reactive flow and transport models, 
mechanical models, and models of biogeochemical processes). It will also lead to tools that 
would give near real time, actionable information on subsurface processes in days instead of 
months to years, and thus be useable for not only characterization and monitoring, but even for 
feedback driven control. 
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INTEGRATED MODELING, SITE CHARACTERIZATION, 
ERROR ANALYSIS, AND MANAGEMENT OPTIMIZATION 
FRAMEWORK  

Jack Parker, Oak Ridge National Laboratory 

ABSTRACT   

Conceptual model formulation, site characterization, model calibration, uncertainty analysis, and 
system monitoring are commonly undertaken serially with minimal ad hoc iteration.  Without a 
fully integrated approach to these tasks, global optimization of model formulation, 
characterization and monitoring activities, and design and operation of engineered systems 
cannot be achieved.  As a result, excessive costs and/or risk may be incurred because models that 
are more complex or more simple models than warranted may be adopted for the intended 
purpose; data may be collected that does not substantially reduce decision uncertainty; truly 
useful data may not be identified and collected; and/or engineered systems may be over- or 
under-designed.  The ability to efficiently and practically integrate conceptual model 
formulation, site characterization, model calibration, uncertainty analysis, and system monitoring 
for complex coupled subsurface systems is currently impeded by a lack of scalable, powerful 
tools for integrated analyses.  Because such integrated analyses will require a large number of 
direct simulations, high-performance computing resources and advances in algorithms for direct 
and inverse solutions, error propagation, and multi-objective design optimization schemes are 
needed. This PRD proposes to undertake the development and implementation of protocols and 
code-independent computational tools for global optimization of conceptual model formulation, 
site characterization and monitoring activities, and engineering system design and operation 
under conditions of uncertainty. 

EXECUTIVE SUMMARY 

The goal of this PRD is to develop an integrated framework for modeling subsurface systems 
that enables global optimization of conceptual model formulation, site characterization and 
monitoring activities, and design and operation of engineered systems in consideration of 
prediction uncertainty. Applications of interest include soil and groundwater remediation, 
nuclear and other waste disposal systems, CO2 sequestration, and conventional and 
unconventional hydrocarbon recovery.  A stochastic optimization framework is proposed that 
simultaneously optimizes engineered system design and operation variables, conceptual model 
formulation, and/or site characterization/monitoring plans to minimize a multi-objective function 
that may involve cost expectation (including penalty costs associated with failure to meet design 
requirements), regulatory criteria, and/or other externalities.  The integrated framework would 
couple model calibration (inverse problem solution) using data that may involve “direct” 
parameter measurements (e.g., hydraulic conductivity), indirect or “soft” data of various types 
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(e.g., borehole data, penetration resistance, geophysical data, etc.) with a generalized error 
analysis methodology (including measurement and up-scaling errors), with a multi-objective 
stochastic optimization procedure.  Implementation will involve adaptation and refinement of 
existing codes, development and implementation of new methods, and integration in a manner 
that provides maximum computational efficiency, robustness, maintainability, and adaptability.  
The proposed effort would result in a major advancement in the ability to make reliable and cost-
effective decisions using subsurface models. 

SUMMARY OF RESEARCH DIRECTION 

This priority research direction is focused on development of an integrated framework, 
computational tools and infrastructure for global optimization of conceptual model formulation, 
site characterization and monitoring plans, and design and operation of engineered subsurface 
systems with due consideration to prediction uncertainty.  Specific applications may include 
groundwater remediation problems, large-scale CO2 sequestration projects, production of 
unconventional hydrocarbon resources, etc.  The approach addresses obstacles that currently 
limit the utility of computer models to manage large-scale engineering projects cost-effectively, 
by considering prediction uncertainty associated with field and laboratory data at various time 
and space scales, model formulation, and calibration.  A computational framework that couples 
model calibration with a generalized error analysis methodology for performance predictions, in 
conjunction with a stochastic optimization methodology should be implemented and tested to 
identify system design parameters and conceptual model formulation to minimize a multi-
objective function that may involve cost expectation (including penalty costs associated with 
failure to meet design requirements), regulatory criteria, and/or other externalities. The stochastic 
utility function would consider prediction uncertainty resulting from uncertainty in conceptual 
model formulation, measured and estimated model input, and the calibration process.  The 
inverse solution would use both “direct” parameter measurements (e.g., hydraulic conductivity, 
reaction coefficients, etc.) and indirect or “soft” data (e.g., borehole measurements, penetration 
resistance measurements, geophysical test results, etc.) to reduce estimation uncertainty.  
Achieving this level of model integration will be a major advance in subsurface science.  

Problem Overview 

Uncertainty in model predictions may be attributed to two sources.  First, models of complex 
systems invoke certain implicit and/or explicit assumptions (e.g., homogeneous, isotropic, valid 
parametric formulations, etc.).  We refer to prediction error caused by deviations from these 
assumptions as “intrinsic” model error.  Intrinsic prediction errors will vary depending on the 
magnitude of deviations from assumptions and on model sensitivity to these deviations.  

Second, even in the absence of intrinsic error, “extrinsic” prediction errors arise from imperfect 
knowledge of model input associated with 1) uncertainty in measurements used as direct model 
input, 2) errors in estimates of model inputs derived from direct measurements at time and/or 
space scales different from the model after up-scaling (or down-scaling) to the model scale, and 
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3) uncertainty associated with propagation of uncertainty in estimated model parameters. 
Calibration of larger scale models implicitly requires measurements of primary model variables 
(e.g., concentrations, fluxes, etc.) averaged over larger spatial/temporal scales.  However, 
averaging scales for direct measurements are often at smaller (or occasionally larger) scales than 
the model scale, resulting in uncertainty in model values at the assumed scale.  

As model complexity increases (i.e., less restrictive assumptions, higher resolution), intrinsic 
model uncertainty is expected to decrease. However, more parameters will generally be required 
for model calibration.  As data availability decreases (e.g., as financial resources become more 
scarce), parameter uncertainty will increase, thus leading to greater extrinsic model uncertainty. 
At some point of data scarcity, ill-posedness of the inverse problem will become so severe that 
prediction uncertainty grows rapidly.  Under such conditions, multiple parameter sets may yield 
nearly indistinguishable calibration accuracy.  However, predictions under conditions different 
from those during calibration could produce sharply different results.  It is likely that as model 
complexity increases for a given level of data availability, prediction uncertainty will diminish 
up to a point and, thereafter, will increase as increases in extrinsic error outstrip the rate of 
decrease in intrinsic error.  With increasing model complexity, prediction uncertainty is expected 
to become more sensitive to data availability.  As data availability increases, the level of model 
complexity that minimizes prediction uncertainty is expected to shift towards greater optimal 
complexity, and conversely, with less data, the optimal model will shift towards lower 
complexity (Figure 1).  This implies that for a given set of data available for calibration, 
increasing model complexity will eventually be counterproductive.  
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Figure 1.  Conceptual relationship between model complexity (time/space scale resolution), data 
availability, and prediction uncertainty. 

To maximize the utility of models for a given engineering application, it is critical to consider 
interactions between conceptual model formulation, data availability, calibration technology, and 
prediction uncertainty.  Unfortunately, these relationships have been studied very little. 
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Furthermore, progress will remain impeded until scalable computational tools are available that 
enable coupling of multi-process subsurface models, inverse solutions, error propagation 
methods, and multi-objective management optimization schemes.  Because such analyses will 
require a large number of direct model simulations, high-performance computing resources must 
be used.  Global optimization of model formulation, characterization and monitoring activities, 
and design and operation of engineered systems cannot be achieved without the proposed fully 
integrated modeling approach. Global optimization avoids overly complex or overly simple 
models and over- or under-design of engineered systems, while ensuring optimal data collection 
to meet project objectives.  

A high-level view of a possible integrated modeling framework is illustrated in Figure 2.  For 
various specific applications, various components may be bypassed or iteration may be 
undertaken globally or on or subsets of components.  This research would focus on relevant 
specific protocols, infrastructure, and component tools capable of addressing complex applied 
subsurface problems in a practical, cost-effective manner.  

 

Figure 2.  High-level flow chart for an integrated multi-tier stochastic optimization problem. 

Conceptual Model Formulation 

Conceptual model formulation is a crucial step in the modeling process.  Ideally, conceptual 
model complexity and data-collection efforts will be advanced in an iterative manner.  At the 
first iteration, a simplified conceptual model is used with initially available data to jointly assess 
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the need for additional data and/or model refinement.  As additional data is obtained, the benefit 
of further data collection and/or model refinements can be evaluated.  The process of conceptual 
model formulation is assumed to be a manual process performed by the project team.  That is, at 
a given stage in the project, a limited number of potential model refinements would be specified 
for analysis.  However, the process of converting candidate conceptual models to numerical code 
input can be laborious, and the development of improved tools to automate the process would be 
very useful.  

Inverse Problem Solution 

Direct determination of all input parameters required in a complex, multi-process subsurface 
model is generally not feasible.  The estimation of unknown model parameters must therefore be 
carried out by an inverse solution approach in which parameter values are determined that 
minimize deviations between observed and predicted system behavior subject to constraints or 
plausibility criteria, weighted to consider uncertainty in observations.  Because many direct 
measurements will not be at the same time/space scales as the model, up-scaling or down-scaling 
may be necessary to avoid biases caused by scale disparities.  Uncertainties associated with the 
scaling process will need to be considered in addition to those resulting from measurement 
uncertainty (see also PRDs by the Fundamental Scales panel on up-scaling/down-scaling). 
Furthermore, “soft” data may often be available that exhibit indirect relationships with model 
input or output that can improve the inverse solution.  In addition, scale conversion issues, “soft” 
data will also exhibit uncertainty associated with the constitutive relationship to model 
parameters or output for which it serves as a surrogate.  Inverse problem solutions must 
accommodate the fact that objective function surfaces are commonly pitted with local minima. 
Furthermore, a large number of direct simulations can be required to obtain a solution to the 
inverse problem, especially for gradient-based methods with many unknown parameters.  
A variety of gradient and non-gradient methods have been developed that exhibit various 
advantages and drawbacks.  

Estimation co-variances of inverted parameters may be computed from the Hessian matrix of the 
inverse solution objective function.  Effects of alternative plans for additional site 
characterization or monitoring data collection on parameter co-variances may be estimated by 
running the inverse solution with synthetic “data” generated from the direct model solution 
without the added data.  

Separate PRDs have been written that deal specifically with the development of robust, scalable 
inverse solution algorithms and implementations that would meet the specific needs for 
incorporation into the proposed integrated modeling protocol.  

Error Analysis Problem 

Following calibration, the model may be used to simulate future system performance for a 
specific problem (e.g., to compute concentration at a compliance location over a defined period 
for an assumed groundwater remediation plan).  Model predictions will be uncertain to a degree 
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that depends upon the magnitude of parameter uncertainty, the magnitude and sign of parameter 
correlations, and the sensitivity of predictions to each uncertain parameter.  Prediction 
probability distributions computed assuming multi-normal or multi-lognormal parameter errors 
will frequently lie outside the feasibility space for calibration data.  This problem can be 
overcome by calibration-constrained optimization or Markov Chain Monte Carlo methods. 

PRDs have been written that deal with the development and implementation of error analysis 
methods that would meet of the proposed integrated modeling protocol [see VV/Opt. Panel]. 

Multi-Objective Optimization  

The purpose of the final component is to determine values of specified design and operations 
parameters that optimize the performance of an engineered system; for example, configurations 
and flow rates for wells to meet regulatory criteria with a given probability of success and/or at 
minimum expected total cost.  Various approaches may be used for the formulation of stochastic 
design optimization problems.  One approach involves the adoption of chance-constrained design 
criteria (e.g., finding the lowest cost design that will maintain contaminant concentrations below 
a certain value at a defined location with a specified level of confidence).  The probability of 
design criteria exceeding critical limits for a given set of design variables (e.g., well locations, 
pumping rates, etc.) may be computed using various methods as described in the previous 
section.  An alternative approach is to seek the design that minimizes the expectation of total 
cost, which includes penalty costs for not meeting design criteria (i.e., anticipated costs at a 
future date to rectify the consequences of failure).  The expected total cost may be viewed as a 
probability-weighted average cost (for a given set of design variables) considering model 
uncertainty plus the failure cost times the probability of failure.  

Global optimization of an objective function with many parameters is a particularly difficult and 
challenging problem.  A PRD that focuses on the development and implementation of multi-
objective optimization methods applicable to complex subsurface problems is described by the 
VV/Opt panel. 

Component Integration 

Integration of the foregoing components would provide a means of simultaneously optimizing 
conceptual model formulation, characterization/monitoring plans, and engineering design 
(Figure 2).  In practice, the entire process may be iterated as incremental refinements in the 
model formulation and data collection are performed until further efforts are not warranted on a 
cost-benefit basis.  Effects of undertaking additional site characterization studies, pilot tests, 
monitoring procedures, etc., on  model predictions and their uncertainty may be evaluated by 
adding synthetic data at the proposed locations and/or times with appropriate measurements 
and/or up-scaling uncertainty and rerunning the inverse problem, error analysis, and management 
optimization problem to determine the impact on total cost (including the additional data 
collection costs) and hence to quantify the net cost or benefit of alternative plans. 
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Integration should be performed in a manner that provides flexibility to the user to execute 
selected components and bypass others to suit specific needs.  Input/output structures and 
program control information should be implemented in a manner that is code independent, so the 
infrastructure can be readily implemented with any direct problem solution.  

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Computational methods for model calibration, uncertainty analysis, and management/design 
design optimization are available.  However, interactions among conceptual model formulation, 
site characterization/monitoring plans, model calibration, and engineering design and 
management are rarely given more than superficial consideration in subsurface science, and 
global optimization spanning these activities has not been undertaken.  

The integrated modeling protocol envisioned here may involve 106 or more direct solutions of 
calibration or forward simulations.  This would be a challenging computational effort, even with 
efficient and highly parallel solution methods.  Key challenges are identified below: 

• Development of scalable calibration, error analysis and multi-objective optimization methods 
that enable robust and efficient solution of a complex nested optimization problem 

• Development of efficient, flexible and code-independent I/O and program control structures 
to integrate code components 

• Development of methods for up-scaling and down-scaling data for use in model calibration 
and quantification of resulting calibration uncertainty 

• Development of methods for evaluating effects of future data collection activities on model 
calibration and prediction uncertainty.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

This project would develop new scalable algorithms that would be applicable to a wide variety of 
engineering problems. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

This PRD would lead to a quantum advance in the ability to use multi-process subsurface models 
to improve decision-making and minimize costs by simultaneously optimizing site 
characterization plans, long-term monitoring, engineering design and operations, and model 
formulation for complex subsurface problems. 

TIME FRAME 

Significant progress could be achieved in 3 to 5 years and full attainment of the objectives is 
anticipated within 10 years. 
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DATA UP-SCALING AND SOFT DATA ASSIMILATION  

Tissa Illangasekare, Colorado School of Mines and Srikanta Mishra, INTERA 

ABSTRACT 

Models that simulate complex subsurface processes are used in decision-making and in 
regulatory programs.  Model calibration for reliable predictions for large systems over long time 
horizons remains a major challenge.  Key input parameters that are adjusted during calibration 
are spatially variable and depend on the measurement scale.  Various site characterization 
techniques providing initial parameter estimates produce data types with different degrees of 
reliability and uncertainty.  Thus, a need exists for the development of practical methods to 
account for disparity between scales at which parameters are measured and model inputs are 
defined.  New computational algorithms for parameter up-scaling and assimilation of different 
data types are expected to produce significant advances in the calibration of subsurface flow and 
transport models.   

EXECUTIVE SUMMARY 

Models used for decision-making, site management, remediation, and performance assessment 
are based on computational algorithms selected to solve mathematical formulations of the 
complex physical, geo-chemical and biological processes that govern the fate and transport of 
hazardous chemicals and waste mixtures.  To work, these algorithms require that the three-
dimensional physical domain be discretized into computational sub-domains.  During simulation, 
the algorithms use parameters defined for each of these computational sub-domains.  These 
parameters, which may vary spatially and/or temporally, characterize the fundamental processes 
occurring in the soil and/or rock pores.  The prediction accuracy and reliability of the simulation 
model is primarily determined by how accurately these parameters are represented in the model.  
Different characterization techniques are currently used to estimate these parameters at different 
measurement scales.  The specific data collection methods have their inherent degrees of 
accuracy and uncertainty and, accordingly, are classified as “hard” or “soft” data.  Model 
calibration involves the determination of these parameters in the model’s computational 
sub-domain scale.  The primary goal of this PRD is to contribute towards the development and 
validation of two types of algorithms for improving the calibration and application of large 
field-scale models of subsurface systems.  New algorithms are needed for 1) up-scaling of 
parameters from measurement scale to the computational sub-domain scale and 2) systematic 
assimilation of ‘hard” and “soft” data into the calibration process.  The research needed to 
develop these proposed algorithms first involves basic research into the development and 
validation of methods for parameter up-scaling from measurement scale to the computational 
scale and assimilation of the two data types.  The demands placed on the data for proper 
validation of these algorithms precludes the use of sparse spatially distributed data that is 
generally available at field sites. Hence, prior to the implementation of the algorithms at field 
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sites, the data need to be validated using experimental results generated in test systems that allow 
for the collection of more accurate spatially distributed and temporally varying data. 

SUMMARY OF RESEARCH DIRECTION 

The priority research direction presented in this PRD focuses on development, validation, and 
application of new algorithms for up-scaling parameters determined at different measurement 
scales to the discretized sub-domain scale of the model and use of different data types with 
varying degrees of reliability and uncertainty.  The goal is to improve the calibration process for 
models that are used in decision-making and regulatory programs.  In general, these models 
should have the capability to simulate complex subsurface processes that occur at DOE-managed 
sites contaminated with hazardous chemicals and waste mixtures.  Data needed for proper 
validation of these algorithms are not generally available at field sites.  Hence, prior to the 
implementation of the algorithms at field sites, validation using experimental data generated in 
pilot-scale test systems is needed.  

Methods and Algorithms for Parameter Up-Scaling 

The subsurface models used to address problems at DOE sites need to have the capability to 
capture a variety of physical, chemical, and bio-chemical processes.  These processes include 
1) single phase flow that defines how water flows in saturated zones of aquifers, 2) multi-phase 
flow that describes water flow in the unsaturated zone and behavior of chemicals that are in the 
form of non-aqueous phase liquids (NAPLs) in both unsaturated and saturated media, 
3) transport of dissolved contaminants, 4) reactive processes (e.g., sorption, etc.), 5) decay 
processes (e.g., biological and radioactive), and 6) colloidal transport.  The physical systems that 
are of interest include subsurface formations with varying types and geologic and hydro-geologic 
complexity (e.g., sedimentary, fractured media, aquifers in interaction with surface systems, 
single continuum, dual porosity, dual permeability, preferential flow paths, large-scale 
discontinuities such as faults, etc.).  The basic processes that control fate and transport occur at 
the pore scale.  However, it is not practical to observe and characterize these processes at these 
scales.  The observations are generally made at much large scales either in the field or in the 
laboratory using soil samples extracted from the field.  These observations are used then to 
estimate effective parameters that characterize the process at the scale of measurement.  The 
geologic heterogeneity that is manifested at all scales makes these parameters variable in space.  
Measurements taken at a limited number of spatial locations are not adequate to determine the 
input parameters of the model that need to be defined for the discretized computational sub-
domain of the model.  This step of the PRD addresses the development of up-scaling algorithms 
to account for disparity between the scale at which a physical variable is measured and the scale 
at which a model is parameterized.  
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Algorithms for Soft Data Assimilation 

Two primary approaches are used in model calibration.  The commonly used “trial-and-error” 
approach is an exercise in the adjustment of system properties until a reasonable “match” is 
obtained between model predictions and field observations.  A sensitivity analysis is performed 
to gage uncertainty once the “best” estimate of model parameters is determined through 
calibration.  However, the uncertainty associated with such estimates is rarely quantified. 
Furthermore, trial and error procedures become impractical or infeasible in problems involving 
the application of complex codes (e.g., unstructured and adaptive meshes) for multi-physics 
problems (e.g., flow, transport, thermal, reactions, etc.).  The second approach to calibration, 
referred to as “inverse modeling,” is a formal attempt to automate the model calibration process 
using optimization and regression methods.  Data collected during site characterization are 
classified into “hard” and “soft” data types in the groundwater modeling literature.  Poeter and 
McKenna (1995) refer to “hard data” as data with negligible uncertainty and “soft data” are 
information with non-negligible uncertainty, such as indirect measurements gathered in 
geophysical surveys and expert opinion regarding geologic fabric or structure.  The ad hoc 
nature of trial-and-error calibration allows for the use of both “hard” and “soft” data during 
model calibration.  On the other hand, “inverse modeling” algorithms such PEST (Doherty 
2000), UCODE (Poeter and Hill 1998) and the PEST package in MODFLOW-2000 (Hill et al. 
2000), use “hard” data.  The goal of this task is to develop algorithms to use both “hard” and 
“soft” data in a systematic way during model calibration.  

Validation of Methods and Algorithms 

The development of computational algorithms discussed earlier needs to be followed by a 
validation phase before application to field problems.  These algorithms address issues related to 
accuracy and uncertainty of input data and the corresponding uncertainty and reliability of model 
predictions.  Hence, proper validation requires a demonstration of the versatility of the 
algorithms to handle a variety of problems involving subsurface processes in geologic and 
hydro-geologic settings and demonstrating that the methods help in reducing the prediction 
uncertainty and error.  Primary consideration to be given to achieve the goals of task is the 
availability of accurate data on both system properties and observations.  The uncertainty and 
precision of these data have to be accurately known.  Data obtained from typical field sites or 
even at highly characterized sites are not adequate to gain a good understanding of the state of 
data uncertainty and accuracy.  Adequate control does not exist to conduct field tests to make 
observations at all necessary points in the aquifer.  Hence, the only viable way to obtain data for 
validation is through controlled pilot-scale experiments in intermediate-scale test tanks or 
pilot-scale field experiments at well characterized research sites (e.g., Borden, MADE) or at sites 
that need to be developed and managed by DOE.  
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SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Numerical models that simulate the fate and transport of chemicals in the subsurface are widely 
accepted as tools for decision-making and in regulatory programs.  The modeling and simulation 
community has made great strides in the last 10 years in simplifying and automating the 
construction and execution of numerical models to support decision makers.  The remaining 
bottlenecks in model application are model calibration and the assignment of uncertainty to 
model results.  As stated by Hill (1998), “…in model calibration, various parts of the model, 
including the value of model input values, are changed so that the measured values (often called 
observations) are matched by equivalent simulated values, and, hopefully, the resulting model 
accurately represents important aspects of the actual system.”  In modeling aquifers, parameters 
such as hydraulic conductivity, effective porosity and dispersivity are spatially distributed.  In 
some cases, parameters also may exhibit temporal variability (e.g., mass transfer coefficients, 
decay coefficients, etc.).  In these cases, the number of parameter values can be infinite; 
however, numerical models that discretize the problem domain require parameter values at a 
finite number of calculation points (i.e., cells, nodes, or elements) as inputs.  In problems 
involving large physical systems, the number of observations generally are limited and, 
therefore, are able to support the estimation of relatively few model input values.  Before a 
simulation model may be applied at a site, the model parameters must be tailored to that site 
through a calibration process.  Regulatory agencies now require that the model results be 
accompanied by detailed risk assessments that require the assignment of certainty to the answers.  

Before the implementation of an up-scaling methodology in computational algorithms, 
fundamental questions about whether and how these parameters are related at different scales 
must be answered.  Any additional tests needed to gather information at larger scales to up-scale 
the parameters would have to be determined.  If the existing characterization methods are found 
to be inadequate, new methods have to be developed.  As measurements are made from limited 
observations, uncertainty is inherent in the data. In addition to this measurement uncertainty, 
the-up-scaling process itself will introduce uncertainty to model parameters, resulting in 
model-prediction uncertainty.  Research is needed to quantify these uncertainties and strategies 
for minimizing them through optimization of data collection (e.g., locations, amounts, and 
frequency).  Another challenging up-scaling issue that needs attention involves determining 
when variables, such as observations of head made in wells and concentration data collected at 
monitoring wells (which are point observations), have to be up-scaled to the model sub-domain 
scale for calibration.  Existing methods used to up-scale these point observations are empirical 
and lack scientific rigor. 

Hard data for aquifer characterization is obtained through traditional pump tests and tracer tests. 
The dependence of accurate flow and transport simulation on the inclusion of heterogeneity in 
soil properties is well established through both theoretical analysis and numerical modeling.  
However, field sampling is always too sparse to support detailed characterization of subsurface 
materials.  On the other hand, indirect measurements based on geophysical surveys and expert 
opinion regarding geologic fabric or structure (i.e., soft data) help constrain and refine model 
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parameters at the scale where simulations are conducted (e.g., the plume or regional scales).  
The proposed algorithms should be designed to conduct this assimilation of the two data types in 
a more systematic way.  In more complex modeling problems involving complex processes such 
as multi-phase flow, constitutive models for relative permeability, capillary pressure, etc., cannot 
be determined for the modeling scale using hard data.  This suggests the need for improved 
constitutive models between typical soft data sources and corresponding model parameters.  As 
part of the development of algorithms for data assimilation, methods also need to be developed 
to quantify uncertainty in model parameters resulting from the incorporation of “soft” data. 

The implementation of algorithms for field applications poses many computational challenges 
because of the dimensionality of the problem (three-dimensional space and time), the complex 
processes that have be simulated, and the large amount of data that have to be used.  All 
algorithms will require computationally intensive numerical strategies.  Incorporation of 
stochastically based approaches (e.g., geo-statistical methods to define heterogeneities) to the 
algorithms and site characterization will require new strategies.  With the advances made in data 
collection and monitoring based on wireless sensor networking through which system behavior 
could be monitored dynamically, additional computational challenges will arise to use joint 
inversion methods for dynamic model calibration.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

When the proposed algorithms are fully developed and functional, they are expected to 
make major advances in the way subsurface fate and transport models are calibrated.  The 
computational science community has been quite successful in developing innovative numerical 
algorithms to solve the governing partial differential equations some of which are highly 
non-linear because of complex constitutive relations.  With the phenomenal advances made in 
computer technologies that allow fast computing, higher precision in computational accuracy has 
been achieved with the use of finer grid resolution and smaller computational time steps. 
However, these improvements mean less when uncertainties in the data used to develop the 
model lead to questions about the accuracy of the models to predict long-term behavior.  It is our 
expectation that a new paradigm in model calibration will result from this research.  This new 
paradigm will allow computational scientists to focus on development of not only computa-
tionally accurate models, but also models that are reliable in their predictions.  Prediction 
algorithms with seamless transition from calibration to prediction may be developed.  This will 
require innovation as algorithms for data assimilation, up-scaling, inversion, and forward 
simulation individually may be computing intensive when dealing with large physical systems 
that require long-term predictions (e.g., performance assessment at sites with radioactive waste).  
Effective coupling for practical problem solutions requires innovation. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

This research will lead to better approaches for site characterization and model calibration at all 
scales.  Many advances have been made in understanding the basic science issues associated 
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with how chemicals interact in the soil-water environment.  From a modeling point of view, the 
practical goal of this research is to characterize these processes and parameterize them to be used 
as model inputs.  With all the advances made in model development, the time has come for 
researchers working at these smaller scales (i.e., the core and laboratory scales) to appreciate and 
understand the value of information generated at their test scales and how they are used in 
models.  The up-scaling methods that are researched will allow the researchers to develop better 
characterization methods that will add value in a significant way to make better model 
predictions.  

Another field where advances can be made in subsurface science as a result of this research is in 
the area of shallow surface geophysics.  The algorithms for data assimilation will use 
characterization data generated using geophysical techniques.  Potential new research areas will 
develop where geophysical characterization methods could be developed specifically for data 
assimilation with the goal of model calibration.  

TIME FRAME 

The research tasks on development of algorithms and validation need to be conducted 
concurrently.  As the foundations for the research are very well established in relevant basic 
sciences, computational science, and engineering, the goals as stated could be accomplished in 
3 to 4 years.  The development of the experimental test systems, building on existing systems, 
will take 2 to 3 years. 

REFERENCES 

Doherty, J.  2000.  PEST:  Model-Independent Parameter Estimation.  Watermark Numerical 
Computing. 

Hill, M.C.  1998.  Methods and Guidelines for Effective Model Calibration.  USGS Water-
Resources Investigations Report 98-4005, 90pp.  

Poeter, E.P and S.A. McKenna.  1995.  “Reducing Uncertainty Associated with Groundwater 
Flow and Transport Predictions.”  Groundwater 33(6):899-904. 

Poeter, E.P. and M.C. Hill.  1998.  Documentation of UCODE, A Computer Code for Universal 
Inverse Modeling.  U.S. Geological Survey Water-Resources Investigations Report 98-4080, 
116p. 



Computational Needs for the Subsurface Sciences April 2007 

53 

CYBER-INFRASTRUCTURE FOR SUBSURFACE MODELING  

Roelof Versteeg, Idaho National Laboratory 

ABSTRACT 

The currently existing cyber-infrastructure for subsurface modeling is inadequate to support and 
allow for effective development, validation, and use of novel multi-physics and multi-scale 
codes.  To be successful, such codes will need to 1) efficiently integrate solvers, codes, and code 
components developed by diverse groups; 2) take advantage of current and future computational 
infrastructures; and 3) allow for rigorous, auditable testing and validation against diverse 
datasets.  An effective cyber-infrastructure for subsurface modeling will need to both use and 
integrate insights developed in cyber-infrastructure design by other agencies and scientific 
discipline, and allow for the effective addressing of challenges unique to subsurface science. 

EXECUTIVE SUMMARY 

Novel multi-physics and multi-scale codes are needed to adequately model complex coupled 
processes in the subsurface.  While the exact design, components, and implementation of these 
codes is unknown, in order for these codes to meet their objectives they will need to: 

• Couple and integrate diverse code elements developed by different groups  

• Integrate massive amounts of diverse data from diverse sources (including dynamic sensor 
networks) 

• Take advantage of future developments and enhancements in computational infrastructure.   

In addition, such codes will need to pass rigorous, auditable verification and validation tests both 
in the development and implementation phases.  

A priority research direction is the development and implementation of a rigorous and powerful 
cyber-infrastructure for subsurface modeling.  The development of this cyber-infrastructure will 
build on existing U.S. (NSF 2006) and international efforts focused on development of standards 
and tools for scientific workflows, sensor web-services (OGC 2006), self validating models, 
service discovery, distributed computing, and code adaptivity, while at the same time 
accommodating the unique aspects and attributes associated with the subsurface modeling 
problem.  

This cyber-infrastructure will provide a presently unavailable but critically needed framework 
for the efficient development, testing, and field deployment of novel multi-physics and multi-
scale codes.  This ability will permit the effective use of novel codes for long term monitoring, 
management and optimization of CO2 sequestration sites, and the cost-effective mitigation of 
subsurface contaminants.  
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SUMMARY OF RESEARCH DIRECTION 

This PRD is focused on designing and implementing the cyber-infrastructure required to support 
and allow for effective development, validation, and use of novel multi-physics and multi-scale 
codes for subsurface modeling.  Specifically, such a cyber-infrastructure should provide for and 
integrate the following elements 

• Common code libraries, tools, and models  

• Well-described, publicly accessible synthetic, laboratory, and field datasets that can be used 
for code testing and validation 

• Standards for subsurface data and model description, similar to these developed by the Open 
Geospatial Consortium (OGC) 

• A structure allowing for transparent, reproducible, and auditable code execution 

• Enabling technologies such as web-based visualization and well-defined authorization and 
authentication systems that will allow for security in a distributed environment.  

Common code libraries, tools and models 

The ability to accurately and efficiently model subsurface phenomena will increasingly require 
the coupling of diverse numerical codes such as geophysical imaging codes, reactive transport 
codes, and codes describing physical phenomena at scales ranging from pore to macroscopic. 
Because of the range of expertise required to develop such codes, it is likely that these codes will 
be developed by geographically separated organizations.  At the same time, many of these codes 
will require common components (such as function optimizers; automatic adjoint calculators; 
fast, sparse matrix inverters).  Thus, a cyber-infrastructure that provides both for repositories for 
parts of such codes, as well as tools allowing the efficient coupling of such codes through a range 
of different structures, will be a necessity. The cyber-infrastructure PRD should provide for a 
framework for code coupling and for the development of necessary middleware (such as high-
level standards for code functionality description) 

Well described, publicly accessible synthetic, laboratory and field datasets which 
can be used for code testing and validation  

As codes attempting to accurately model subsurface phenomena become increasingly complex, it 
will be necessary to thoroughly test and validate such codes at many levels.  For simple models, 
one can do this by comparing model output to analytical solutions; however, for models that 
attempt to model the effect of chemical reactions at the pore scale level on macroscopic 
geophysical signatures, there are no analytical solutions.  Thus, an essential part of a cyber-
infrastructure is a set of extremely well-described, publicly accessible synthetic, laboratory, and 
field datasets which can be used for code testing and validation.  An analog to this can be found 
in the seismic oil industry for which several of these datasets have been created and extensively 
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used over the years.  Such a series of datasets (the specifics of which should be designed in a 
discussion between modelers and experimentalists) is an essential part of a cyber-infrastructure. 

Standards for subsurface data and model description 

One of the complicating factors in subsurface modeling is the complete lack of standards for 
model and data description.  This effectively makes comparison of code performance between 
similar codes (e.g., reactive transport models) extremely complex.  While it can be done (at large 
costs) for a single case, it is not feasible to routinely compare model performance on diverse 
cases.  While some codes have intrinsically different abilities, this can to a large part be 
alleviated through the definition and acceptance of a suite of standards on subsurface data and 
model description.  This could include the acceptance or participation in the development of 
XML schemas as developed by the OGC.  It could also include the implementation of modeling 
codes or components of such codes as web services. 

A structure allowing for transparent, reproducible and auditable code execution 

The validation of the performance of reactive transport models has recently become a major 
issue at several sites for which DOE scientists have performed modeling efforts.  To a large 
extent, the problems associated with this validation result not from the actual results of the code 
(or the underlying science), but from the ability to provide an audit trail associated with the code 
or, alternatively, the challenge of performing reproducible research.  Current approaches are 
antiquated and inefficient.  What is needed is a structure that allows for transparent, 
reproducible, and auditable code execution, and eventually (at a larger scale) reproducible 
research (Schwab et al. 2000).  This poses many interesting computational challenges such as the 
development of temporal databases and achieving reproducibility, including reproducibility with 
distributed code components (which could be potentially done through scientific workflow 
languages).  

Enabling technologies 

In addition to the cyber-infrastructure described above, this PRD should consider the need to 
integrate a host of enabling technologies, including web-based visualization technologies and 
well-defined authorization and authentication systems allowing for security in a distributed 
environment.  Some of these technologies are being developed by either other U.S. government 
agencies (e.g., the NASA WorldWinds product, which is developed with DOE support) or 
private industry.  Other technologies specific to DOE subsurface modeling needs may need to be 
actively developed by DOE.  Such technologies might include the development of subsurface 
sensors that can be accessed by numerical models through web-service calls in now-casting or 
forecasting applications.  
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The cyber-infrastructure developed under this PRD will allow the computational science 
community to successfully develop and test their new models.  

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Meeting this PRD is a prerequisite to successful subsurface modeling efforts.  If this PRD is met 
with usable codes, then the subsurface sciences community will be able to successfully and 
confidently use the advanced and novel models developed over the next several years. 

TIME FRAME 

The challenges described here will need several years to meet.  It will take code developers at 
least 4 years to bring their code into compliance with standards and to effectively use public data 
for code validation.  However, many aspects of this PRD can be achieved in 1 to 2 years. 
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PREDICTION-BASED INVERSE MODEL CALIBRATION 
Characterization and Calibration Panel, Lead author: Al Aziz Eddebbarh, John Doherty; Scott 
James,  Los Alamos National Laboratory; 

ABSTRACT   
Models that simulate complex subsurface processes are used in decision-making and in 
regulatory programs.  Calibration of large systems models developed to yield reliable predictions 
over long time remains a major challenge.  Traditional model calibration is conducted ensuring 
that all important processes are incorporated while parameters important to the model and its 
predictions may be ignored through lumping.  As a result, pertinent data important to prediction 
may not be identified and collected.  In addition, uncertainty analysis can help assess the 
uncertainty in numerical model outputs that arises from the modeling approximation of the real 
world and lack of precision in model structures, parameters, boundary conditions, and data 
manipulation.  Thus, a need exists for the development and implementation of computational 
tools for global optimization during calibration, and uncertainty assessment.  Because such 
optimization and uncertainty analyses require a large number of direct simulations, high-
performance computing resources and advances in algorithms for direct and inverse solutions, 
error propagation, and multi-objective design optimization schemes are needed.  The process will 
provide a model with a set of parameters that allows it to make predictions with minimized 
potential error and the ability to quantify the extent of this potential error. 

EXECUTIVE SUMMARY 
The goal of this PRD is to develop a model optimization methodology that focuses not only on 
important processes but also on the parameters most important to model predictions with 
minimized potential error and to quantify the magnitude of this potential error.  Applications of 
interest include soil and groundwater remediation, nuclear and other waste disposal systems, CO2 
sequestration, and unconventional hydrocarbon recovery.   

SUMMARY OF RESEARCH DIRECTION 
This PRD is focused on developing optimization tools for model calibration that provide optimal 
parameter values yielding predictions with minimized potential error and the ability to quantify 
the extent of this potential error.  The optimization tools, coupled with generalized error 
prediction analysis methodologies for performance predictions, will help extract maximum 
information from existing data.  Specific relevant applications may include but are not limited to 
groundwater development and remediation problems; the proposed geologic repository at Yucca 
Mountain, Nevada; CO2 sequestration projects; production of unconventional hydrocarbon 
resources; etc.  
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PROBLEM OVERVIEW 
Models are calibrated so that they make better predictions than if they were not calibrated.  
Unfortunately, calibrated model predictions can still be wrong.  Furthermore, it is now being 
fully understood that a calibrated model can make even worse predictions than it did before 
calibration.  With traditional approaches to model calibration, there is no way to determine 1) if a 
calibrated model’s predictions are better than those before calibration; 2) if the predictions are 
determined to be better, how much better; and 3) if their predictions are determined to be wrong, 
then how wrong.  Traditional approaches to calibration are not able to ensure that calibrated 
models minimize “potential predictive wrongness” while quantifying the remaining uncertainty 
in the potential predictive wrongness. 

The traditional approach to model calibration follows the tenet of the “principle of parsimony” 
espoused in many modeling texts and guidelines.  First, the dimensionality of the calibration 
problem is reduced to facilitate a tractable model (i.e., fewer parameters are used to ensure their 
unique estimability) given the dataset available for calibration.  The parameter values are then 
estimated through implicitly or explicitly maximizing some goodness-of-fit criterion.  When the 
fit is judged “sufficient” (usually through minimization of an objective function), the model is 
deemed “calibrated” and, therefore, suitable for making predictions—predictions that may lay 
the groundwork for performance assessment calculations.  If automatic parameter estimation 
software is used in the calibration process, some estimates of parameter uncertainty are available.  
Estimates of the uncertainty of key model predictions can then be made based on the predictions’ 
dependence on the estimated parameters and their uncertainties. 

This PRD is proposed to resolve situations in which the traditional approach to model calibration 
and predictive error analysis based on the parsimony principle is not effective or accurate.  
Instead, better ways to calibrate a model and to explore predictions errors based on the theory of 
mathematical regularization are proposed.  Some of these theories have being used by many 
other branches of science in which the analysis of costly and important data demands that 
maximum information be extracted (e.g., medical imaging).  For example, a kidney is not 
defined prior to processing the data contained within a medical image; instead, the location of the 
kidney “emerges” as a natural part of the data interpretation process.  The same process should 
be used in subsurface model interpretation.  This PRD asserts that there is no alternative but for 
the groundwater industry to cross the same threshold that has been crossed in other industries, 
and adopt application of regularized inversion as a methodology for model calibration and 
uncertainty analysis. 

Traditional Model Calibration. A model’s complexity is commensurate with the predictions it 
makes.  No processes salient to those predictions will be omitted if the integrity of those 
predictions would be eroded by their omission.  The same thing could be said about parameters.  
No parameter salient to model prediction should be dropped or lumped into other parameters.   
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Clearly, ignoring system heterogeneity is a forgone conclusion even if during model calibration 
it may be justified on the basis that parameters pertaining to this heterogeneity cannot be 
estimated.  Unfortunately, it is not equally justifiable that heterogeneity be ignored when the 
model is used to make a prediction.  If a prediction is sensitive to actual system heterogeneity— 
heterogeneity that, of necessity, “falls between the cracks” of the calibration—then that 
prediction may be seriously in error, despite the fact that the model may be “well calibrated” 
(i.e., a good fit between model outputs and field observations was obtained on the basis of a 
parameter simple enough to allow unique estimation of parameters, but which possesses just 
enough complexity to obtain this good fit). 

If a model is to be “calibrated,” then its parameterization must be simplified so that the “inverse 
problem” (calibration) of assigning values to model parameters on the basis of an (often limited) 
calibration dataset has a unique solution.  Traditionally, such simplification is undertaken prior to 
model calibration through adoption of a simplified parameter scheme (e.g., an effective 
permeability applied to an entire geologic unit).  However, other approaches to calibration are 
needed so that simplifications undertaken during the calibration process itself are far less 
subjective.  Nevertheless, the fact remains that pursuit of the “calibrated model” requires 
sufficient parameterization simplification to yield a (simplification-dependent) unique set of 
estimated parameters.  Because it is impossible to infer parameterization detail to the same level 
that hydraulic property detail really exists, the cost of obtaining a calibrated model is therefore a 
parameter field that must be locally in error, even if it is roughly correct in an average sense.   

Parameter error leads to predictive error.  Furthermore, to the extent that a prediction depends on 
hydraulic property heterogeneity that “falls between the cracks” of the calibration process, the 
potential magnitude of its error grows.  In general, predictions different from those comprising 
the calibration dataset (e.g., hydraulic head calibration, specific discharge data and predictions) 
are more likely to be in error because they may depend on hydraulic properties that were fixed or 
grossly averaged over the model domain because of a paucity of information on these properties 
within the calibration dataset.  Unfortunately, this introduces a contradiction because the reason 
for employing a complex physically based model in the first place is because predictions of just 
these types (different from the dataset) need to be made (otherwise the prediction would simply 
be directly measured at the site). 

 Regularization.  “Regularization” is a word that mathematicians use to describe the parameter 
simplification process necessary to achieve a unique solution to an inverse problem (such as 
model calibration).  In general, with fewer available data, more regularization must be 
undertaken (and hence a greater degree of parameter simplification).  Regularization can be 
implemented using manual parsimonizing methods such as zonal definitions.  Parameter 
parsimony can also be implemented mathematically such that it is optimized to the calibration 
dataset and, hence, extracts maximum information as possible from that dataset.   

The difference between the regularized inversion method and the traditional approaches is that 
the former are designed for the estimation of many parameters (possibly numbering in the 
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hundreds or even thousands) rather than just a few.  Thus, we introduce to the model domain a 
parameterization density that is commensurate with whatever hydro-geological or process 
complexity that it is necessary for model prediction accuracy.  It should be noted that this does 
not eliminate parameter error and hence model predictive error because parameter simplification 
in one form or another is an unavoidable precursor to model calibration.  However, it does 
provide the ability to quantify potential parameter and predictive error.  Parameter complexity is 
not sustainable in a model because of inherent limitations in the calibration dataset; therefore, 
this complexity can be readily reintroduced where predictive “wiggle room” is tested as part of a 
predictive error analysis procedure.  

Parameters whose values are estimated through regularized inversion can be defined on the basis 
of a large number of small zones of piecewise constancy.  This can be accomplished through 
devices such as pilot points, through local or global basis functions, through combinations of 
these, or using other methodologies.  The point is that if potential variability of hydraulic 
properties over a certain area is relevant to a prediction, such variability should be recognized in 
the model’s parameterization (and thus included in the calibration and subsequent predictive 
error analysis).  Inclusion in the calibration process ensures that maximum information is 
extracted from a calibration dataset; inclusion in the predictive error analysis ensures that the 
level of potential error associated with important model predictions is quantified.  To the extent 
that simplification is required to achieve a unique solution to the inverse problem, mathematical 
regularization ensures that the calibration dataset is used optimally.  Essentially, this produces 
“smoothed” or “blurred” parameter fields that are no “smoother” and no more “blurred” than 
necessary.  To the extent that a prediction depends on hydraulic property detail that cannot be 
represented in these smoothed fields, the effect of smoothing on potential predictive error is 
quantified.  Meanwhile, agonizing decisions such as how to supplement, reduce, or adjust an 
often artificial rectilinear zonation scheme do not need to be made, thus making calibration a far 
less subjective process. 

Some may complain that the use of so many parameters may lead to “over-fitting” to a 
calibration dataset, pointing out that a close fit between model outputs and historical 
measurements can indeed be obtained when many parameters are estimated, but that predictive 
error may be consequently increased.  This is easily avoided because regularized inversion 
allows the modeler to vary the extent to which improved model-to-measurement fit is traded 
against the potential for model predictive error.  Because the potential for such error can now be 
quantified, it can also be minimized once the level of measurement noise and the level of 
geological heterogeneity are estimated. 

Two broad approaches to regularized inversion have been applied to subsurface model 
calibration:  1) the “Tikhonov” methodology and 2) the “subspace” methodology.  Each has its 
advantages and disadvantages; however, certain hybrid schemes are able to combine the 
strengths of both of these without compromising computational efficiency.  Complex models 
with long run times can be assigned thousands of parameters while their calibration can be 
achieved within a number of model runs less than twice the number of parameters actually used 
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in the model.  Linear and nonlinear predictive error analysis can then be undertaken with similar 
computational efficiency. 

Tikhnov Regularization.  The Tikhonov regularization is implemented by re-formulating the 
inverse problem of model calibration as a constrained minimization problem.  First, a “preferred 
condition” is defined for all parameters used in the model.  This can comprise preferred values 
for these parameters or preferred relationships between them (e.g., estimated or measured 
hydraulic property homogeneity).  A set of parameter values is sought that achieves a certain 
(user-specified) level of model-to-measurement fit; this level of fit is set in accord with expected 
levels of measurement noise.  Uniqueness is achieved by finding values for parameters that 
achieve this fit with minimal departure from the preferred parameter condition.  If preferred, 
parameter conditions are sensibly defined on the basis of site characterization studies, a realistic 
set of parameters is thereby achieved. 

Subspace Method.  The use of subspace methods recognizes the fact that most calibration 
datasets are best equipped to provide unique estimates of combinations of parameters and not 
individual parameters.  Mathematical tools (e.g., singular value decomposition) determine what 
these combinations are and how many such combinations are estimable while inestimable 
parameter combinations retain their original values.  By working with parameter combinations 
rather than individual parameters (e.g., combinations that are orthogonal in parameter space), the 
dimensionality of the “calibration solution space” (i.e., the number of parameter combinations 
that are actually estimated) can be optimized in accord with the level of measurement noise.  
That is, these combinations are assembled to provide optimal “receptacles” for the information 
content of the calibration dataset.  If initial parameter estimates provided to the inversion process 
are based upon site characterization studies, then the fact that parameter combinations 
comprising the inestimable “calibration null space” (which is orthogonal to the calibration 
solution space) remain unchanged during calibration ensures reasonable parameter values in the 
calibrated model.  The optimal dimensionality of the calibration solution and null spaces depends 
on the level of model-to-measurement fit desired, which should be set in accordance with 
measurement noise. 

Combined Method.  This scheme combines the strengths of both of these methods and reduces 
the number of effective parameters through pre-definition of estimable parameter combinations 
(using singular value decomposition or some related methodology), and through maintenance of 
these combinations through the calibration process as “super parameters.”  The number of 
effective parameters is reduced to one comprising the optimal dimensionality of the calibration 
solution space.  The number of model runs required per calibration iteration is, thereby, reduced 
to the number of super parameters employed in the inversion process, as derivatives are 
computed with respect to these super parameters rather than with respect to individual model 
parameters.  The model run efficiency of the calibration process may be increased enormously. 

Regardless of the regularization method used, the advantages of developing many parameters to 
characterize hydraulic property complexity and heterogeneity over a model domain, rather than 
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just a few parameters, are considerable.  The parameter estimation process is free to be 
maximally responsive to the calibration dataset, introducing heterogeneity to estimated spatial 
parameter fields where the data suggest that such heterogeneity exists, or producing smooth or 
uniform parameter fields where there are no data to suggest otherwise.  Thus, heterogeneity 
exists within the calibrated model “where it has to exist” because regularized inversion will 
introduce heterogeneity only where it is stipulated by the data.  However, because model 
representation of heterogeneity may be considerably smoothed compared to what actually exists, 
parameter and predictive error may still abound.   

Predictive error quantification.  Because hydraulic properties in any real-world system are much 
more complex and heterogeneous than the calibrated model parameter fields that represent them, 
model parameters cannot help but be locally in error.  So, too, will be many model predictions, 
particularly those that depend on hydraulic property detail.  Thus, an unavoidable consequence 
of building and calibrating a model is the introduction of parameter and predictive error with 
most of this error arising from differences between model and real-world property fields.  These 
differences represent the hydraulic property detail that “slips between the cracks” of the 
calibration process. 

Where the number of parameters used in a model is commensurate with potential hydraulic 
property complexity, predictive error can be quantified.  Through site characterization studies, or 
simply through geological insight, information will always be available on the range of hydraulic 
properties that may exist within a study site or region, and on the degree of spatial correlation 
that these properties may show.  Sometimes this information may be encapsulated in 
geostatistical descriptors such as a variogram.  Regardless, reasonable estimates of hydraulic 
property variability can always be made; after all, a geologist will quickly identify aspects of 
model parameterization that seem unbelievable. These ideas can be approximately encapsulated 
in a spatial covariance matrix of hydraulic properties, which provides both a brief statistical 
summary of the innate variably of hydraulic properties in a study area and the likely continuity of 
these properties.  Often such a matrix can be built easily for most sites.  Its approximate nature 
does not matter because approximation infers uncertainty.  High uncertainty infers potentially 
high hydraulic property variance, which is justifiably translated into potentially high levels of 
model predictive uncertainty if hydraulic property details are inestimable through the calibration 
process and predictions of interest are sensitive to them.  Using basic matrix manipulation 
methods, such a probabilistic description of the “heterogeneity that may exist” within the 
subsurface, when compared with the “heterogeneity which must exist” as represented by the 
calibrated model parameter field, allows a probabilistic description of model predictive error to 
be developed, based on the difference between the two. 

Subspace regularization methods provide particularly useful insights into the sources of model 
predictive error.  Certain combinations of parameters are estimable through the calibration 
process; however, these estimates are contaminated by measurement noise in the calibration 
dataset.  This is one source of potential predictive error.  The other source of error arises from 
inestimable parameter combinations comprising the calibration null space.  Thus, to the extent 
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that a prediction depends on the null space (orthogonal) combinations of parameters, its potential 
error is in no way decreased during the calibration process.  The potential wrongness of model 
predictions that depends on these parameter combinations is thus a function of the innate 
variability of system hydraulic properties described by the user-supplied covariance matrix.  
Total predictive error could be computed by combining this term (null space error) with the 
measurement noise term.   

Monte Carlo Analysis.  “Calibration-constrained Monte Carlo” analysis could be implemented as 
another adjunct to regularized inversion.  Information forthcoming from the regularized 
inversion process facilitates generation of stochastic parameter fields that minimally affect the 
calibrated status of a model.  By adding these parameter variations to the calibrated parameter 
field (using pre-calculated sensitivities to eliminate the need for extra model runs and by 
correcting for model-to-measurement misfit incurred by model nonlinearity through minor 
adjustment of parameter combinations comprising the calibration solution space), a suite of 
parameter fields that calibrate the model while encompassing the innate complexity of hydraulic 
property reality could be generated.  Model predictions made with all fields span the variance of 
that prediction. 

Advantage of this Research.  This PRD outlines advantages that could be achieved by using 
regularized inversion for calibration based on using a small number of parameters in accordance 
with the “principle of parsimony.”  In fact, all calibration requires parameter simplification and 
parsimony.  However, where regularization is undertaken by mathematical means, such 
simplification is optimally tuned to the calibration dataset, thus extracting maximum information 
from that dataset.  This results in a calibrated parameter fields that are indeed a simplified or 
smoothed version of reality, but are no simpler and no smoother than necessary.  Furthermore, 
the difference between the heterogeneity that must exist to explain the data, and that which may 
exist in accordance with geological considerations, is explicitly accommodated in a predictive 
error analysis process during the regularized calibration process.   

Model parameterization could be a far simpler matter, based on the tenet that “…if it may affect 
the prediction, then include it as a parameter” (the same rule that applies to processes simulated 
by the model).  Good fits between model outputs and field data can be achieved on the basis of 
aesthetically pleasing and geologically reasonable parameter fields, unencumbered by 
artificialities (such as geologically unsupported rectilinear zones arbitrarily emplaced at 
locations) contrived to lead to a better fit between model outputs and field measurements.  
Overall, a modeler will be satisfied that data have been treated with respect, and endowed with a 
worth equal to its cost because maximum information is extracted from it to make predictions 
whose potential wrongness is minimized. 
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT 
By incorporating all pertinent processes and parameters into model calibration, the proposed 
research will take advantage of the phenomenal advances made in the computer technologies 
with fast computing, higher precision in computational accuracy, and the use of finer grid 
resolution and smaller computational time steps.  However, all these improvements are useless if 
model predictions are wrong and prediction accuracy and uncertainty cannot be assessed based 
on uncertainties in the data used in developing the model.  It is our expectation that a new 
standard in model calibration will result from this research, allowing the development of not only 
computationally accurate models but also models that are reliable in their predictions.  This will 
complement research in algorithms for data assimilation and up-scaling of parameters and 
integration of characterization plans, long term monitoring.  

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 
This research will help lead to better approaches for model calibration and model prediction error 
assessment.  This approach will build on the many advances in subsurface and computational 
sciences, and the parallel efforts to characterize and parameterize processes to be used as model 
input.  This will advance subsurface models ability to improve decision-making and minimize 
costs by extracting maximum information from site characterization data. 

TIME FRAME 
Significant progress could be achieved in 1 to 2 years and full attainment of the objectives is 
anticipated within 5 years. 
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SCALABLE PARALLEL ALGORITHMS FOR INVERSE 
PROBLEMS IN SUBSURFACE MODELING 

Characterization and Calibration Panel 

Lead author: Omar Ghattas, University of Texas at Austin  

With input from Roscoe Bartlett, Sandia National Laboratories ; Lorenz Biegler, Carnegie 
Mellon University, George Biros, University of Pennsylvania; Eldad Haber, Emory University  
Matthias Heinkenschloss, Rice University; David Keyes, Columbia University; Bart van 
Bloemen Waanders, Sandia National Laboratories 

ABSTRACT   

Estimating uncertain parameters in subsurface simulation models from sparse surface and 
subsurface measurements is an extremely challenging inverse problem.  This PRD describes 
challenges and identifies opportunities for the development of efficient inverse algorithms that 
can scale to the next generation of petascale computing systems.  There is an urgent need to 
create inverse algorithms that are as efficient and scalable as the corresponding algorithms for 
forward simulations. Since the structure of inverse operators is usually very different from those 
of forward operators, entirely new classes of scalable numerical algorithms are needed.  

EXECUTIVE SUMMARY 

This PRD addresses the challenges of developing scalable parallel algorithms for estimating 
uncertain parameters in subsurface simulation models from sparse surface and subsurface 
measurements.  There is an urgent need to create inverse algorithms that are as efficient and 
scalable as the corresponding algorithms for forward simulations. Because the structure of 
inverse operators is usually very different from those of forward operators, entirely new classes 
of scalable numerical algorithms are needed.  

Large-scale, simulation-based inverse problems are significantly more difficult to solve than the 
corresponding forward problem for the following reasons:  

• The inverse problem is usually ill-posed, even when the forward problem is well-posed.  

• When the forward problem is an evolution equation in space, the inverse problem is a 
boundary-value problem in space-time.  

• New infinite-dimensional operators that are not present in the forward problem appear in the 
inverse problem, and these require operator-specific regularization, iterative solvers, 
preconditioning, globalization, inexactness, and parallel implementation.  
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• There is often a need to not only estimate the most likely parameters from among families of 
parameters consistent with the observations, but to also characterize the uncertainties in their 
estimates.  

This PRD identifies new directions for research in scalable parallel numerical algorithms for 
inverse problems that will elevate inverse algorithms to a level of scalability and efficiency on 
par with associated forward solvers.  These inverse algorithms must respect the infinite-
dimensional character of the underlying inverse operators, make use of Hessian information, 
capitalize on adjoint information, exploit multi-level ideas, and parallelize in a fine-grained 
manner. 

SUMMARY OF RESEARCH DIRECTION 

This priority research direction addresses the challenges of developing scalable parallel 
algorithms for estimating uncertain parameters in subsurface simulation models from sparse 
surface and subsurface measurements.  The need to solve such inverse problems to calibrate 
model parameters and estimate current system state has been identified in other PRDs, whereas 
this PRD describes challenges and identifies opportunities for the development of efficient 
inverse algorithms that can scale to the next generation of petascale computing systems. This 
PRD is motivated by the urgent need to extend to the inverse setting the successes engendered 
over the past decade by scalable parallel algorithms for forward (also known as direct) 
simulations.  Because the structure of inverse operators is usually very different from those of 
forward operators (e.g., forward operators are often differential, while inverse operators are 
compact), entirely new classes of scalable numerical algorithms are needed.  

While inverse problems in subsurface modeling are characterized by a wide range of inversion 
parameters (e.g., flow and transport constitutive parameters, initial conditions, boundary 
conditions, reaction and other model coefficients, source terms, geometry and topography, etc.) 
and simulation equations (e.g., describing multiphase reacting flow, transport, geo-mechanics, 
and geophysics), they share a common mathematical structure, which is an optimization problem 
with an objective function that represents the data misfit between observations and predictions, 
constraints in the form of large-scale simulation equations (typically discretized partial 
differential equations [PDEs] and partial differential differential equations [ODEs]), and 
inequality constraints on the parameter bounds. 

For the following reasons, large-scale, simulation-based inverse problems are significantly more 
difficult to solve than the corresponding forward problem: 

• An inverse solution typically requires numerous forward solutions and, thus, can be 
intractable when the solution takes weeks on multi-thousand processor systems.  

• The inverse problem is usually ill-posed, even when the forward problem is well-posed.  
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• When the forward problem is an evolution equation in space, the inverse problem is a 
boundary-value problem in space-time.  Thus, inverse operators are usually non-causal and 
non-local, despite the local and causal nature of forward operators.  

• New infinite-dimensional operators appear in the inverse problem that are not present in the 
forward problem—adjoints, Hessians, and Karush-Kuhn-Tucker (KKT) operators—and these 
require operator-specific regularization, iterative solvers, preconditioning, globalization, 
inexactness, and parallel implementation, which are new frontiers for research in numerical 
algorithms. 

• Non-uniqueness in inverse problems is manifested via families of possible parameter values 
that are consistent with the observations.  There is often a need to not only estimate the most 
likely parameters from among the families (via regularization or prior model criteria) but also 
to characterize the uncertainties in their estimates, which stem from uncertainties in the 
observations, the models, and the priors.  

Generic optimization or nonlinear least squares software packages are incapable of exploiting the 
structure of the embedded forward or inverse operators or their underlying infinite-dimensional 
nature and, thus, are inadequate for problems with large numbers of inversion parameters.  As 
the underlying forward simulations embrace the multi-teraflops era and move toward the 
petascale, the chasm between the capabilities of available inversion algorithms and software, and 
the needs of scientific codes, grows even wider.  

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

In this section, we describe challenges and opportunities for the development of new scalable 
inverse algorithms.  These new algorithms must respond to the following difficulties that 
characterize subsurface inverse problems:  

• The forward simulations embedded within inversion are typically characterized by complex, 
nonlinear, multi-scale, multi-rate, multi-physics, and biogeochemical processes that require 
terascale and ultimately petascale computing resources. 

• The inversion variables often stem from infinite-dimensional spaces (i.e., they represent 
initial conditions, boundary conditions, heterogeneous material properties, distributed 
sources, or geometry). 

• Infinite-dimensional inequality bound constraints are required in the problem formulation 
(such as positivity constraints on heterogeneous parameter fields).  

To address these issues, next-generation inverse algorithms are expected to:  

• Respect the infinite-dimensional character of the underlying operators, because petascale 
inverse problems in subsurface modeling involve PDEs, and because algorithms that respect 
the infinite-dimensional structure of the PDEs can often exploit mesh independence to find 
solutions in a small number of iterations, even when the dimension of the parameter space is 
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of the order of millions—problems that are impossible for off-the-shelf, algebraic-oriented 
optimization packages. 

• Make use of Hessian information, because derivative-free methods are unable to scale 
beyond a small number of inversion parameters, and because gradient-only methods 
(e.g., steepest descent, nonlinear conjugate gradients, quasi-Newton) also do not usually scale 
well with increasing problem size.  

• Be adjoint-based, because adjoint methods (either hand coded or automatically 
differentiated) offer the only hope for computing derivatives (and Hessians actions) for 
high-dimensional parameter spaces. 

• Be multilevel in nature, because of the great successes of multi-level and multi-grid methods 
for forward simulations and their promise for inverse problems.  However, multi-level 
methods must take on a very different form for inverse problems because of the differing 
character of forward and inverse operators, and require careful analysis and development to 
be effective for inversion. 

• Parallelize in a fine-grained manner, because of the high-dimensional state and parameter 
spaces that result after discretization.  Parallelism must be exploited at the “grid point” level, 
following the lead of large-scale forward simulation codes.  Additional opportunities exist for 
coarse-grained parallelism, such as for direct sensitivities (across inversion parameters), 
adjoint computations associated with active set methods (across active constraints), and 
multiple source inverse problems (across each instance of the forward problem), but these 
must build on a finer-grain parallelism to permit scalability to large numbers of processors.  

Below, we identify several areas in which excellent opportunities exist to develop scalable 
inverse algorithms with the above properties, and outline some of the inherent challenges. 

Multilevel Solvers for Inverse Problems 

The principal difficulty in designing fast solvers for inverse problems is related to the linearized 
operators associated with the first-order optimality conditions (also known as the KKT 
conditions): the KKT matrix and the reduced Hessian (the Schur-complement of the inversion 
variables in the KKT matrix).  These two operators are typically available only through their 
action on a vector (i.e., as matrix-vector multiplications).  The discretized KKT matrix inherits 
the sparsity pattern of the forward problem and is of dimension of the (space-time) state, adjoint, 
and inversion variables.  For petascale applications, this dimension can number in the billion to 
trillion range for stationary and time-dependent problems, respectively; thus, forming this matrix 
is nearly impossible.  The situation is worse if the reduced Hessian is formed.  It is a dense 
matrix of dimension of “only” the inversion variables, but it is dense and  requires as many 
forward simulations just to construct it—which is intractable even for moderately-sized 
problems.  Therefore, solving KKT or reduced Hessian systems requires Krylov methods, with 
matrix-free implementations, and possible linearized forward and adjoint solves at each iteration.  
Clearly, reducing the number of iterations by effective preconditioning is paramount.  Multigrid 
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and domain-decomposition (DD) methods have proven to be extremely powerful in solving 
forward problems.  Given the fact that the optimality conditions for subsurface inverse problems 
form sets of PDEs (perhaps coupled to ODEs), it is only natural to pursue solution algorithms 
inspired by successful PDE solvers.  Such multilevel methods, however, are difficult to design 
properly.  To achieve optimal algorithmic complexity and parallel scalability, these methods will 
require extensive analysis and careful implementation.  Several new directions must be pursued 
in parallel: 

• Domain decomposition methods for the KKT system are inspired by their success for forward 
operators (e.g., they undergird several of the most powerful preconditioners within PETSc).  
They facilitate parallelization of the overall inversion algorithm, not only at the forward 
solver level but also at the optimization level.  Moreover, it has been observed numerically 
that some KKT DD preconditioners are insensitive to the choice of regularization parameter, 
which makes them attractive for inverse problems.  The extension of DD techniques used for 
the forward solver to the adjoint PDEs arising in the particular inverse context requires 
careful analysis of all components, such as transmission conditions for the adjoint DD 
method.  Another way in which DD methods can be exploited is through parallelism across 
the time dimension.  As mentioned above, even when the forward problems are evolutionary, 
the KKT systems are boundary value problems because of coupling with a backward-in-time, 
terminal-value adjoint problem and the regularization operator.  Therefore, unlike the 
forward problem, the structure of the first order KKT conditions suggests that creating 
concurrency in the time dimension will be beneficial, if not essential.  Even if such methods 
are not the most flop-efficient, this approach might still be preferable because of the overall 
wall-clock gains when additional processors are available. 

• Multigrid for reduced space methods. A Krylov solve with the reduced Hessian requires a 
forward/adjoint pair of solves for each matrix-vector multiplication, and thus scalable 
preconditioners to speed up the convergence are absolutely essential.  For many problems 
that are infinite-dimensional in both the state and inversion variables, the Hessian has a 
“compact plus differential” form; it can be scaled by a preconditioner for the differential part 
to yield mesh independent convergence.  However, the constant can be very large, 
particularly for highly nonlinear inverse problems.  Multigrid offers the hope of greatly 
reducing the constant, thereby breaking the intractability bottleneck.  However, standard 
multigrid schemes, which have been very successful for solution of PDEs, are not directly 
applicable to reduced Hessian operators.  The main difficulty is that the continuous reduced 
Hessian is a strongly smoothing, compact, and nonlocal operator (hence its discrete version is 
a dense matrix).  Its eigenvector–eigenvalue correspondence is reversed from the usual case 
of an elliptic differential operator, with large eigenvalues associated with smooth 
eigenvectors, and small eigenvalues associated with oscillatory eigenvectors (hence the 
presence of noise in the unregularized inverse solution).  Therefore, typical stationary or 
Krylov multigrid smoothers are completely inappropriate for the reduced Hessian; in addition  
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to being expensive to apply, they act as roughers becasus the large eigenvalue components, 
which correspond to smooth eigenvectors, are typically resolved first, leaving oscillatory 
components in the error.  The challenge then is to construct proper smoothers for the reduced 
Hessian.  

• Multigrid for full-space methods.  Designing scalable multi-grid solvers for KKT systems is a 
challenge.  Indefiniteness of the linearized KKT operator is one reason; finding efficient 
smoothers is another.  Indeed, designing pre-conditioners and linear solvers for saddle point 
systems is an active research topic.  For time-dependent problems, the structure of the KKT 
system becomes even more complicated.  Algebraic multi-grid is often not an option because 
access to an assembled matrix if often not possible, especially for evolutionary PDE 
constraints.  The difficulty, as mentioned above, is that the KKT operator corresponds to a 
boundary-value problem with the forward and adjoint fields evolving in different directions 
in time.  Specially designed multiplicative block and pointwise smoothers have been tested 
numerically, and have shown promising results for optimization problems with elliptic, 
parabolic, and parabolic-reactive PDE constraints.  Despite the absence of theory, spectral 
analysis for select linear problems indicates that in certain cases, multi-grid on the full-space 
KKT system results in significant speedups compared to the reduced space multi-grid, mostly 
because of avoidance of the adjoint/forward solves at each reduced Hessian iteration.  For 
nonlinear multi-grid on KKT systems, little theory exists.  Yet, initial attempts  based on the 
full approximation scheme (FAS) concept have been notably effective with respect to 
speedups, globalization by detecting negative curvature directions, and iterative 
regularization for inverse problems.  In addition, a nice feature of FAS is that pointwise or 
block-pointwise nonlinear smoothing schemes are cache-friendly (as they deliver more flops 
per cache hit); thus, FAS for KKT can be used for latency tolerance.  For example, by 
recursively adjusting the smoother’s block size, one can design FAS schemes that adjust to 
the hardware’s latency and bandwidth characteristics.  

INTERIOR POINT ALGORITHMS FOR INEQUALITY CONSTRAINTS 

Inequality constraints are handled in two ways in most (generic) large-scale optimization codes.  
First, active set strategies identify potential tight inequality constraints as the algorithm proceeds 
and, based on multiplier estimates, decide on which constraints should be added to and dropped 
from the active set.  For large-scale problems, however, an expensive combinatorial element still 
characterizes active set solvers.  On the other hand, interior point or barrier approaches have 
considerably reduced complexity that is independent of the number of active constraints. 
Inequality constraints are substituted by a penalty formulation with logarithmic barrier terms and 
an associated penalty parameter.  They can be applied to a wide set of problem classes and can 
exploit problem structure of KKT matrices.  However, there are a number of issues must be 
addressed before interior point methods can be applied successfully to inverse problems 
involving subsurface modeling.  One needs to deal first with ill-conditioning as the barrier term 
is driven to zero and second with selecting the penalty parameter.  Recent work shows that the 
KKT system can be modified to a doubly augmented positive definite system, which leads to a 
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well-conditioned preconditioner.  However, it can be difficult to determine a good strategy to 
reduce the barrier parameter at each nonlinear iteration.  These difficulties may be circumvented 
via multigrid techniques. In particular, it may be possible to connect the penalty parameter to the 
mesh-size, using grid sequencing to slowly refine the mesh and decrease the penalty parameter. 

Low Rank Hessian Approximations for Regularization Parameter and Covariance 
Estimation 

Upon solution of many inverse problems, there are several post-optimality analyses that are 
typically of interest.  First, we wish to select the “best” value of the regularization parameter 
based on current information, and second, we would like to describe the uncertainty in the 
solution.  These tasks formally require operations on the reduced Hessian operator or its inverse.  
As has been discussed above, for large-dimensional inversion spaces, the reduced Hessian cannot 
be formed, let alone manipulated.  Fortunately, the “compact plus differential” structure of the 
reduced Hessian implies that the compact part (which is the component whose formation is 
intractable) can be well-represented by a low-rank estimate, and often on a coarser grid.  There 
are opportunities to exploit this structure using several ideas:  1) DD and multigrid methods used 
as preconditioners, 2) truncated spectral approximations obtained via partial Lanczos 
eigenanalysis of the reduced Hessian, 3) information generated by conjugate gradient solution of 
the reduced Hessian system, 4) limited memory quasi-Newton approximations, and 5) simple 
coarse grid approximations.  These low-rank, reduced Hessian approximations can be used in the 
following two ways:  

• Regularization parameter estimation. The solution of inverse problems usually depends 
critically on the type of regularization and choice of regularization parameter.  For PDE 
inverse problems, two main types of regularization operators are used:  1) Tikhonov 
regularization (typically L2 or H1) or 2) “robust regularization” such as total variation and 
the Huber M-estimator.  When the noise level is known, the discrepancy principle can be 
used to estimate the regularization parameter.  More difficult is the estimation of the 
regularization parameter when the noise level is unknown. In this case, more sophisticated 
methods such as generalized cross validation (GCV) are required.  GCV uses the reduced 
Hessian to assess the quality of a solution for a given regularization parameter and then 
updates it.  Approximation of the reduced Hessian by low-rank estimates will enable this 
kind of analysis for infinite dimensional inversion spaces. 

• Covariance estimation. Under the Gaussian hypothesis for uncertainty in the observations, 
model, and prior (and for a linear inverse problem), solution of the inverse problem yields the 
most likely model given the observations.  It is possible to describe the uncertainty in this 
solution by invoking the equivalence (or approximate equivalence, for a nonlinear inverse 
problem) of the inverse of the reduced Hessian with the posterior parameter covariance 
matrix.  For high-dimensional inversion spaces, this is often intractable, for reasons 
mentioned above.  The ability to generate low-rank estimates of the reduced Hessian that 
capture the significant modes of this operator will permit covariance-based estimation of 
uncertainty in the inverse solution. 
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Uncertainty Estimation via Solution of Statistical Inverse Problems 

The regularization approach to inverse problems as described above will yield an estimate of the 
“best” parameter values that simultaneously fit the data and minimize the regularization (or 
prior) term, and this can be connected to the mean of the posterior parameter probability density 
when the uncertainties in data, model, and prior are Gaussian (and, strictly speaking, when the 
inverse problem is linear). When this is not the case, the posterior probability density function 
(PDF) is no longer Gaussian, and one is led to the Bayesian statistical setting to infer a complete 
statistical description of the uncertainty in the inverse solution.  Thus, we are able to quantify the 
resulting uncertainty in the parameters, taking into account uncertainties in the data, model, and 
prior information, without making any assumptions on the form of the uncertainties.  However, 
the computational challenge for the Bayesian approach is to develop methods for exploring the 
posterior PDF of the model parameters, a task that can be intractable for high-dimensional 
probability spaces or for expensive forward simulations (the need for which is embedded within 
the expressions for the posterior density).  The simplest posterior quantity to compute is the 
maximum a posteriori (MAP) estimate, which is a point estimate of the parameter values that 
maximize the posterior density.  The structure of the resulting optimization problem resembles 
those from the regularization approach, and the advanced algorithms described above apply 
directly. 

More generally, however, we are interested in propagating the uncertainties in the model 
parameters through the forward simulation to obtain uncertainties in the predictions.  In this case, 
we require a tractable representation of the posterior probability density that can be repeatedly 
queried as needed during forward propagation of uncertainties. Typically, this requires the mean, 
the covariance, and higher moments of the distribution.  Because computing these quantities 
involves integration over parameter space, straightforward numerical quadrature is out of the 
question for anything other than a few parameters.  Special sampling techniques, such as Markov 
chain Monte Carlo (MCMC) methods, have been developed to generate sample ensembles, and 
the sample points then provide approximations of the mean, covariance, etc.  Even so, this 
approach can become intractable as the complexity of the forward simulations and the dimension 
of the parameter space increase.  A major research effort is needed to develop Bayesian inverse 
methods that can scale to the high-dimensional parameter spaces implied by uncertain 
heterogeneous parameter and state fields, and the complex nonlinear forward simulations 
inherent in subsurface simulation.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Subsurface modeling problems are ideal proving grounds for inverse algorithms.  The medium 
and state are not directly observable, thus resulting in uncertainty in parameters, initial/boundary 
conditions, and source terms.  Forward simulation therefore relies on inverse analysis to estimate 
these parameters (and possibly their uncertainty) from the observables.  The forward simulation 
problems alone are extremely challenging; inverse solution for high-dimensional parameter 
spaces (as results from discretization of heterogeneous property fields) is intractable using 
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current methods.  The development of scalable parallel numerical algorithms for inverse solution 
that can match the scalability and efficiency of the associated forward solvers, as described in 
this PRD, is thus of paramount importance.  The subsurface modeling setting will serve to 
motivate and maximally stress these algorithms.  Because these algorithms will have widespread 
potential use in many inverse problems of relevance to the SC mission (and beyond), the 
potential impacts of this PRD are manifold.  Examples of impacted inverse problems include 
those occurring in atmospheric and ocean modeling (for state estimation), combustion (for 
reaction parameter estimation), accelerator design (to identify as-built cavity shapes from 
frequency measurements), and geophysics (earth properties from seismic and electromagnetic 
measurements).  

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

As mentioned above, solution of subsurface parameter estimation problems for high-dimensional 
parameter spaces is currently intractable using available inverse methods.  Successful 
development of inverse algorithms that can scale to large parameter spaces and large 
processor/core counts, as contemplated by this PRD, will usher in a new era of computational 
simulation of subsurface geophysical and biogeochemical processes in which uncertainty in 
inputs are managed via systematic inversion and uncertainty estimation methods.  

TIME FRAME 

Significant progress could be achieved in 3 to 5 years and full attainment of the objectives is 
anticipated within 10 years. 
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ABSTRACT 
Decision optimization is the computational process that seeks to determine the most 
advantageous, in terms of cost or other criteria, decisions that meet specified physical and 
performance constraints.  The challenge is to improve computational methods to optimize 
decisions in the management of large-scale subsurface systems, particularly for evolving systems 
that need to be updated with incoming data.  These methods should account for uncertainty, be 
computationally efficient, and take advantage of current and future computer power (specifically 
high-performance computing).  

EXECUTIVE SUMMARY 
An example of an important decision for subsurface systems involves contaminant removal 
(i.e., storage).  This includes such decisions as the location and pumping rates at wells that are 
pumping contaminants out of the ground, the location of monitoring devices that can include 
sampling wells [1], and also soil removal or treatment.  For more complex systems, chemicals 
may be injected into the groundwater to accelerate the biodegradation of the contaminant 
(i.e., bioremediation) or enhance the effectiveness of extraction pumping (e.g., by adding 
surfactants), which engenders more decisions including the concentrations of injected materials.  
If we choose to allow these decisions to vary over time, we have a dynamic decision problem 
(i.e., a control problem.  Other pressing examples include the use of the subsurface for storage of 
hazardous wastes and carbon sequestration. 

Common approaches to solving optimization problems employed for subsurface systems assume 
that the model, boundary conditions, parameter, and data are known with certainty.  However, in 
practical terms, it is impossible to specify subsurface processes and parameters without error.  
Research is needed to devise optimization methods that allow for uncertainties in the 
optimization problem and subsequently estimate uncertainties in computed optimal values.  As a 
simple example, deterministic optimization methods can be used for stochastic models by 
employing random sampling (e.g., Monte-Carlo methods), which involves computing a large 
number of realizations of the aquifer to characterize uncertainty.  There also are optimization 
methods that are especially designed to deal with uncertainty.  All of these approaches have 
attendant significant challenges in terms of their efficient implementation on high-performance 
computers.  
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Data assimilation is the problem of matching information computed from the solutions of a 
model to actual observations of the physical state being modeled.  The goal is to predict system 
behavior based on the current available information about the system.  Data assimilation is often 
posed as a computationally intensive inverse or optimization problem. The melding of state 
observations and physically informed mathematical models promises to provide a way of 
computing accurate and realistic predictions that might not otherwise be feasible.  Data 
assimilation also raises issues regarding the processing of field measurements and data into a 
form that is useful for comparison to information computed from models described in the 
Characterization of data, model, and parametric uncertainty section of the PRD:  “Uncertainty 
Representation, Uncertainty Propagation, And Sensitivity Analysis For Subsurface Systems.” 

The practical significance of optimization cannot be overemphasized, since it is through 
optimization that one can take full advantage of the sophisticated models under development in 
order to make the best possible decisions.  Optimization for decisions under uncertainty will lead 
to more cost effective solutions for highly expensive DOE subsurface undertakings. Data 
assimilation will provide the capability of predicting the behavior of complex subsurface 
systems.  Data assimilation and feedback optimization will enable rapid utilization of data as 
collected at the sites where remediation and cleanup is essential. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

To date, most optimization methods employed for the management of subsurface systems are 
deterministic [2, 3, 4].  Deterministic approaches for solving decision problems are 
computationally challenging because the underlying simulation models for groundwater 
transport are detailed and computationally expensive, and optimization typically requires 
hundreds or thousands of simulations.  For example, the U.S. Environmental Protection Agency 
has sponsored a demonstration project on the use of optimization methods for groundwater 
remediation [5] for two field sites involving two competing optimization groups.  Both groups 
required thousands of simulations.  The models used in this demonstration project were much 
simpler and required less computer time than the typical, much-more-detailed models developed 
by DOE.  There is the potential to dramatically improve these methods including developing 
better numerical methods [6, 7] for complex problems and to develop effective parallel 
algorithms [8, 9].  In addition, more research is needed to quantify the uncertainty and error in 
computed optimal solutions because resolution error in subsurface simulations is usually 
sufficiently large as to affect optimal values. 

With improved algorithmic development coupled with high-performance computing resources, 
dramatic reductions can be made in the analysis approach.  This improved approach will produce 
excellent information that can help make cost-effective decisions for management and 
remediation design alternatives for DOE subsurface problems.  For instance, selection from 
among different remediation actions is a key element of the cleanup process at many DOE waste 
sites.  As another example, a major issue in the development of the proposed repository for high-
level radioactive waste at Yucca Mountain, Nevada, [10] has been whether 1) to design the waste 
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disposal drifts so that the wall temperatures remain above the boiling point of water for a 
substantial period of time or 2) to design the waste disposal drifts so that the wall temperatures 
always remain below the boiling point of water.  An adequate resolution of this issue, which is 
inherently an optimization problem, involves a computationally intensive analysis of a highly 
complex system involving extensive uncertainties. 

In general, optimization methods have many applications, including: 

• Determination of the best conceptual model to fit observational data (model calibration) 

• Definition of conditional realizations, to estimate performance (results of forward modeling) 
with uncertainty estimation 

• Selection of new data (what values, where, and when) to be collected that will reduce 
uncertainty estimates (feedback) or optimize decisions 

• Selection between different alternatives, including: 

– collection of additional data 
– remediation actions 
– continued monitoring 
– design alterations. 

It is essential that better algorithms and approaches be developed to address these challenges.  
There are some existing methods, but in general they are not computationally efficient enough or 
mathematically complex enough to fully address the uncertain environment in which decisions 
must be made or the complexities associated with multimodal optimization problems arising 
from nonlinearities and heterogeneities.  In addition, methods that deal effectively with coupled 
simulation models (e.g., multi-physics models) and methods that generate feedback policies are 
necessary.  The uncertainty incorporated should include parameter, data, numerical, and model 
error in the analysis, which is not adequately addressed in current modeling efforts. 

The issue of assimilating data into models arises in all scientific areas [11].  In its broadest sense, 
it is a challenge that arises at the meeting point of data and models.  Technology has driven 
advances on both sides of the equation:  new techniques of measurement have led to a significant 
increase in the amount and types of available data and advances in high-performance computing 
provide the capability of new levels of computational modeling.  The development of effective 
data assimilation methods has become one of the fundamental challenges in scientific prediction. 

The problem of assimilating data into a model of a subsurface system (or any system) is both 
challenging and fundamental in that it aims at the estimation and prediction of an unknown, true 
state.  It includes both observations and computational models.  Measured observations provide 
direct information of the true state.  Such observations are heterogeneous in space, irregular in 
time, and subject to differing accuracies.  Computational models use knowledge of underlying 
physics and dynamics to provide a description of state evolution in time.  Models also are far 
from perfect because of conceptual model error, uncertainty in the initial conditions and 
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computational limitations, and the fact that model evolution cannot precisely represent the 
true state.  

The overall problem in the subsurface modeling area (and many other disciplines) is that forward 
modeling is very computationally intensive, and is becoming even more so.  The current 
implementation of modeling techniques (e.g., Monte Carlo and derivative-based methods) is not 
adequate to handle the next generation of subsurface models (either computation or 
implementation). 

SUMMARY OF RESEARCH DIRECTION 

Currently, algorithms exist for optimization and data assimilation, some being used in subsurface 
modeling and other disciplines [11, 12, 13, 14, 15, 30, 31, 32,  33].  Most of these methods could 
be extended with new research to take full advantage of current computational power to deal 
with problems of realistic complexity. 

Decision Optimization  

Optimization methods can provide an invaluable tool to identify the best design or management 
decisions.  Optimization is better than a “trial-and-error” approach, which simulates the model 
for each of a pre-selected set of alternatives.  The problem is that the number of alternatives can 
be very large and the resulting number of simulation runs (if an ensemble method is being used) 
is not computationally feasible if the models themselves are computationally expensive.  Instead 
optimization methods can be used that will search through the space of parameters without doing 
a simulation for each possible alternative and evaluate only the alternatives that are promising. 

There are different types of optimization algorithms.  Their advantages and disadvantages 
depend upon the type of management problem under consideration.  Derivative-based 
optimization algorithms are very efficient if the derivatives of the model are available and 
accurate at low computational cost, and if the problem is known to be convex and have a single 
optimum.  These methods have been used in a number of codes for parameter estimation and 
design decisions [16].  There are heuristic global optimization methods in use [17], but they can 
typically take thousands of simulations and are too inefficient for computationally expensive 
simulation models.  Obtaining derivatives from a complex nonlinear simulation model 
(especially with reactive transport with nonlinear relationships) can also 1) be computationally 
expensive and perhaps inaccurate if done with finite differences, 2) be demanding on human 
time if done analytically or with automatic differentiation [18,28,29], or 3) be impossible if the 
source code is not available.  

Recent work in the area of derivative-free optimization has shown that these methods are well 
suited to subsurface simulation models, which require numerical solutions to complex partial 
differential equations [19, 20, 21].  However, further improvements are needed in this area with 
more research, especially for parallel algorithms.   
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The development of software tools that use advanced techniques for subsurface model 
optimization in the areas of derivative-based (local) optimization and global-optimization 
methods are needed, including: 

• Implementation of current techniques in existing models (both intrusive and non-intrusive 
methods) 

• Development and enhancement of computational models that will use current and new 
techniques in both local optimization (e.g., derivative-based) and global optimization 
(adaptive sampling/searching) 

• Development of frameworks and toolkits to implement optimization techniques within 
existing and future computational models. 

Data Assimilation 

Standard methods for assimilating pressure, rate, and saturation observations into subsurface 
flow models requires development of complex codes for the flow and transport and simultaneous 
assimilation of all data.  Because of the existence of various simulators in the DOE complex, the 
effort required to develop codes for each simulator, and to keep each up to date will be large. 
Automatic adjoint and differentiation codes exist [22, 28, 29] but have not been adapted to 
recent advances in control theory or to modern scientific environments. 

Most subsurface problems involving multi-phase flow and transport are highly nonlinear with the 
possibility of many modes in the probability density for the subsurface variables.  Several major 
problems arise in the assimilation of data for highly nonlinear problems.  Therefore, fundamental 
theoretical development is needed for data assimilation. 

Current data assimilation methods that are used in other disciplines need to be incorporated into 
exiting subsurface modeling efforts [11,30,31,32].  Future directions/developments in data 
assimilation techniques need to be addressed.  The coordination/cooperation of mathematicians, 
statistician, geophysicists, and computer scientists is needed to tackle this problem. 

In addition to the features for optimization and data assimilation indicated in the previous 
sections, computational efficiency has also become a vital part for subsurface modeling.  In the 
subsurface modeling area, the focus is on computationally expensive computer simulation 
models that take many hours to run.  For an optimization problem, the optimization part of the 
calculation is relatively quick compared to the model run times.  Hence, the problem is to find 
algorithms that give an acceptably accurate answer with relatively few simulations 
(e.g., hundreds, not tens of thousands of model simulations/runs).  Such algorithms would make 
effective use of petascale resources to do a very thorough analysis of subsurface management 
decisions under uncertainty. 

For data assimilation, algorithms are needed to take advantage of high-performance computing. 
Current methods [23, 24, 25] are computationally intensive and need to be implemented to take 
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advantage of the current and future computer power.  New developments (extensions) are also 
needed to take advantage of future computer power. 

Optimization of Systems Evolving under Uncertainty 

The mathematics of optimal control of uncertain systems (or stochastic optimal control) have had 
little impact so far on improving the management of subsurface systems, primarily because of 
the very heavy computational requirements [33].  However, the problem is important enough and 
computational power has increased so much over the last few years that it is desirable to re-visit 
this research area.   

It is well understood that the essential elements of optimal control of uncertain systems are 
feedback, caution (or hedging), and probing [26].  Some systems behave so that just allowing for 
feedback (i.e., adjustment of estimates and decision variables through data assimilation as time 
passes) is sufficient for obtaining the (practically) best solution.  Feedback improves 
performance by varying actions to keep the system close to a desirable trajectory [27].  Other 
systems, however, are dominated by caution and probing effects.  For such systems, one must 
explicitly incorporate in the optimization the anticipation that the system will be steered to 
alleviate large losses that may correspond to low-probability events (the “caution” effect) or to 
excite the system (the “probing” effect) so that through measurements one can gain information 
about system parameters that results in a substantial improvement of performance.  Caution- and 
probing-dominated optimal control-problems are harder to solve [see 14].  Development and 
implementation of these algorithms to perform under high-performance computing environments 
will be critical for decision-making.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The development of new methods will provide potentially very large improvements over existing 
computational methods for complex, multi-physics, and distributed model analysis.  The 
methods will need to be highly computationally efficient and, hence. will use state-of-the-art 
methods in numerical analysis and distributed computing.  This will then stimulate research by 
computer scientists in these areas.  These algorithms are applicable to a wide range of models 
arising in many areas of different scientific domains including physical sciences and engineering, 
where there are many computationally intensive models in need of optimization to help with 
design and management. 

POTENTIAL SUBSURFACE SCIENCE IMPACT 

Optimization for decisions will lead to more cost effective and environmentally appropriate 
solutions under uncertainty for highly expensive DOE subsurface projects.  Optimization has 
been shown in many fields to reduce the cost of management and provide better project design 
[5].  The amounts of money required for DOE environmental management and remediation are 
so great that even a small percentage decrease in cost can result in huge cost savings.  We would 
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expect that the decreases would be greater than a small percentage, with further increases in the 
economic benefits of implementing optimization methods. 

Data assimilation and feedback optimization will enable rapid utilization of data as collected.  

The use of high-performance computing to provide rapid and accurate connection between 
incoming data and model predictions will provide a bridge between data gathers (experimental 
and field data) and modelers.   

TIME FRAME 

Positive effects on computational sciences and the subsurface sciences from the research 
described above could be obtained in 2 to 6 years. 
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ABSTRACT 

Significant uncertainty accompanies any description or prediction of the behavior of a complex 
subsurface system, and this uncertainty has important scientific, societal, and economic 
implications.  This raises a critical need for high-performance computational methods that can 
treat uncertainty in all phases of modeling.  The challenge is to develop tools and libraries for 
uncertainty analysis that can become a fundamental component of high-performance 
computational modeling of subsurface systems. 

EXECUTIVE SUMMARY 

A fusion of experiment, modeling, and high-performance computation has become the main tool 
for scientific investigation and engineering application in complex multi-physics, multi-scale 
subsurface systems.  The practical limitations in experiment and computation mean that 
substantial uncertainty accompanies any description or prediction of the behavior of a subsurface 
system.  Uncertainty is inherent in data gathered from subsurface systems, the complexity and 
heterogeneity of subsurface systems, the mathematical descriptions of physical processes in 
subsurface systems, and the analysis and computational simulation of complex multi-scale, 
multi-physics models.  Because of the complexity and heterogeneity of subsurface systems, and 
the inaccessibility of the subsurface to measurement and experiment, these uncertainties are 
often large and difficult to quantify.  The scientific need for an adequate representation of 
uncertainty in the analysis of complex systems is now widely recognized while the national 
importance of the issues involving subsurface systems—for example, radioactive waste disposal 
at the proposed repository at Yucca Mountain, Nevada (DOE 2002), carbon sequestration, oil 
and gas recovery, and pollution in groundwater—means that this uncertainty has tremendous 
scientific, societal, and economic implications 

There is a critical need for significant development of high-performance computational methods 
for treating uncertainty in all phases of modeling and simulation, from experimental error to 
uncertainty in the evaluation of subsurface models to the quantification and interpretation of 
uncertainty in the results of model analysis.  The sheer variety of sources and forms of 
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uncertainty in a subsurface system increases the challenges for development and implementation 
of new computational methods in a broad range of statistical and mathematical specializations.  
The different approaches used to treat various uncertainties must be combined to produce a 
complete and conceptually consistent analysis tool for predictive science and engineering.  The 
challenge to the computational community is to develop and implement high-performance tools 
and libraries for uncertainty analysis that can become a fundamental part of high-performance 
computational modeling of complex subsurface systems.  

Meeting the theoretical and computational challenges associated with treating uncertainty in 
subsurface systems will provide a greatly enhanced ability to fully use high-performance 
computational platforms to address fundamental scientific questions related to subsurface 
processes.  This will result in increased confidence in subsurface system analysis, due to better 
accuracy in the analysis with more reliable quantification of the remaining uncertainty in the 
results. Ultimately, this will allow better informed policy decisions regarding issues of national 
importance, such as contamination remediation, carbon sequestration, and radioactive waste 
storage. 

SUMMARY OF RESEARCH DIRECTION 

The complexity of the coupled flow, transport, biogeochemical, and mechanical processes that 
occur in a heterogeneous subsurface geologic medium and the importance of the decisions that 
must be made involving these processes have forced a revolution in predictive science and 
engineering for subsurface systems.  A fusion of physical experiment and measurement 
approaches, mathematical modeling, and high-performance computational simulation has 
become the primary tool for scientific investigations and engineering applications.  This fusion 
of disciplines derives from the need to combine physical experiments and computational 
modeling in probing, describing, modeling, and simulating the behavior of subsurface systems. 

These limitations mean that substantial uncertainty accompanies any description or prediction of 
the behavior of a subsurface system.  Uncertainty is inherent in (i) data gathered from subsurface 
systems, (ii) mathematical descriptions of the physical processes in the subsurface, and (iii) the 
analysis and computational simulation of complex multiscale, multiphysics models. The 
importance of uncertainty and uncertainty quantification  is increased by the inaccessibility of 
the subsurface to measurement and experiment, and the complexity and heterogeneity of the 
subsurface.   The scientific need for an adequate representation of uncertainty in the analysis of 
such complex systems is now widely recognized (Christie et al. 2005; Wagner 2003; Ayyub 
1997; Nikolaidis et al. 2004; Oberkampf et al. 2002(1); Oberkampf et al. 2002(2); Oberkampf et 
al. 2004; Roache 1998; Trucano et al. 2006; Babuska et al. 2001; Babuska et al. 2002; Zhang 
2002).  The national importance of the issues involving subsurface systems—radioactive waste 
disposal at the proposed repository at Yucca Mountain, Nevada (DOE 2002), carbon 
sequestration, oil and gas recovery, and pollution in groundwater—means that this uncertainty 
has tremendous scientific, societal, and economic implications. 
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Not only does uncertainty arise from many sources in subsurface analysis, but it takes many 
forms.  These sources can be parsed into four conceptual types:  1) the inherent, or aleatory 
(i.e., the randomness [predictability] of an event), uncertainty in possible future events 
(e.g., earthquakes) in the system; 2) the heterogeneity and scale differences of properties of the 
subsurface; 3) error and uncertainty in computationally demanding simulations of mathematical 
models; and 4) the epistemic uncertainty arising from lack of knowledge about the physical 
processes and their interactions, the state of a given system, and the representation of the aleatory 
uncertainty.  Dealing with the sheer variety of uncertainties in a subsurface system itself 
becomes a major hurdle. 

The treatment of these uncertainty components must be combined to produce a complete and 
conceptually consistent analysis that can be used for predictive science and engineering.  This 
raises theoretical and computational hurdles in all aspects of modeling a complex system. 

1. Acquisition of data and determination of experimental error 

2. Conversion of data to model structures and model inputs 

3. Characterization of the epistemic uncertainty associated with model structures and model 
inputs 

4. Linking a system of models for different processes 

5. Accurate numerical evaluation of both individual models and systems of linked models and 
the errors associated with numerical solution 

6. Statistical analysis of aleatory uncertainty 

7. Statistical analysis of epistemic uncertainty 

8. Presentation and interpretation of uncertainty analysis results at the level of individual 
models and also the entire assembled analysis 

9. Development, presentation, and interpretation of sensitivity analysis results at the level of 
individual models and also the entire assembled analysis 

10. Formulation of appropriate decisions on the basis of the analysis (e.g., where to invest 
resources to reduce uncertainty or a regulatory decision on the licensing of a deep geologic 
repository for radioactive waste).  

There is a substantial need for significant development of new computational, statistical, and 
deterministic tools for the analysis and control of uncertainty in each of these aspects of 
modeling as well as the need for new approaches to merge these techniques to deal with 
uncertainty in the large. 

Building and implementing the capability of analyzing, quantifying, and controlling uncertainty 
in high-performance software for modeling subsurface systems is an enormous computational 
challenge. ,To put this in perspective, consider that the accurate and efficient solution of 
differential equations, which has traditionally been a main focus of high-performance 
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computation, is only the starting point for the analysis and quantification of uncertainty in a 
complex system.  There is a great need for substantial progress in the conceptual design, 
computational design, and computational implementation of uncertainty assessments for 
complex systems as a fundamental part of high-performance computational modeling of complex 
subsurface systems. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

The scientific and computational challenges in uncertainty analysis can be parsed into five major 
areas:  1) characterization of the uncertainty in data, model, and parameters that form the basis 
for simulating specific physical systems; 2) characterization and propagation of uncertainty in 
model simulation; 3) control of uncertainty where required and possible; 4) analysis of complex 
subsurface systems in which uncertainty and variation play a significant role; and 5) develop-
ment of high-performance tools and libraries for uncertainty analysis.  We stress, however, that 
uncertainty in subsurface model analysis and prediction results from a complex interaction of 
uncertainties occurring at all stages of mathematical modeling.  Indeed, the uncertainty 
associated with a model of a subsurface geologic system is as complex as the physical processes 
that collectively constitute the system being modeled.  Thus, there are significant connections 
among the different challenges described below. 

Characterization of data, model, and parametric uncertainty 

To analyze the uncertainty in model predictions, it is necessary to characterize the uncertainty in 
the input parameters and data used for a model or in the data used to calibrate the model.  This 
presents two major challenges: 1) harvesting information from experiment and field 
measurements in subsurface systems is difficult and costly and 2) there are serious physical 
limitations on the type and scale of data that can be gathered.  The data determined in physical 
measurements must be processed into a form useful for mathematical modeling. 

Processing and representing data and its uncertainty.  The data that can be gathered from 
subsurface systems is dictated by physical limitations on experiment and measurement.  
Typically, the inputs required for data and parameter values in mathematical models of 
subsurface systems (e.g., detailed pore structure in porous media) cannot be determined by direct 
measurement.  Instead, the necessary information must be obtained by converting available data 
into a useful form.  This introduces additional sources of uncertainty in the quantities actually 
used as inputs to a model.  In addition, the uncertainty of any physical data is transformed along 
with the data, and the resulting uncertainty is typically complex (e.g., associated with multi-
modal, heavy-tailed, or otherwise non-standard distributions).  Further research is needed to 
develop computationally efficient methods (e.g., up-scaling procedures) to construct distributions 
underlying the available samples of data and parameters and to represent those distributions in a 
compact and accurate manner amenable for use in high-performance simulations. 
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In practice, probabilistic descriptions of uncertainty may have to be supplemented with expert 
review processes (Ayyub 2001; Budnitz et al. 1998; Cooke et al. 2004; Garthwaite et al. 2005; 
McKay et al. 2000) or possibly replaced by alternative uncertainty representations such as 
interval analysis, fuzzy set theory, possibility theory, and evidence theory (Halpern 2003; 
Helton et al. 2004; Klir 2004, 2006; Ross et al. 2002, 2004).  Alternative uncertainty 
representations raise new computational challenges in terms of efficient implementation for 
large-scale subsurface models in high-performance computing environments. 

Translation of uncertainty representations between physics at different scales.  Data and 
parameters are often measured or inferred in one physical system and at one scale or range of 
scales, but are then used in other model components that represent different physics on different 
scales.  An example is the measurement of corrosion properties on a small metal coupon, where 
these properties are subsequently used in a performance analysis of a 1.5 m diameter nuclear 
waste container.  Another example is continuum flow in porous media, where parameters 
governing macro-scale behavior are extracted from localized micro-scale simulations, which are 
subject to intrinsic noise on top of the other uncertainties that may be present in micro-scale 
simulations. This raises mathematical and computational challenges in terms of determining 
accurate and efficient mechanisms for translating data between different physics and scales and 
assessing the uncertainty associated with these translations. 

A challenge is to develop new methods to characterize the full distribution of variables obtained 
on one scale along with techniques for translating these distributions to other scales so that 
models on other scales can properly account for any variability and uncertainty in these 
variables.  This will allow a consistent representation of information across all scales in the 
system.  These new methods must be developed in a manner that permits different 
representations of uncertainty information to be used in high-performance simulation.  

Another challenge arises from the fact that translation between scales sometimes involves the 
solution of computationally intense inverse problems.  For example, the problem of down-
scaling consists of finding fine-scale features of a process or media with given coarse-scale 
features and prescribed prior information, which may be deterministic or statistical in nature.  

Dealing with model uncertainty.  The uncertainty in model predictions often has significant 
contributions arising from the modeling itself (Kitanidis 1988; Christakos et al. 1990; Mosleh et 
al. 1994; Neuman 2003). In subsurface models, this typically occurs when not all relevant 
structure and physics are known or properly described in a model.  Research is needed to 
develop new methods to represent and quantify this type of model uncertainty and to develop 
high-performance implementations of existing approaches (e.g., the representation of model 
uncertainty in terms of parameters and data accompanied by uncertainty distributions) sampling 
various forms of a model from a family of models, or the use of random matrix theory (Soize 
2000).  Significantly better methods are also needed to infer a model structure along with its 
uncertainty or to choose between various possibilities to model a given system and the available 
data for that system.  Model structure affects the global stability properties of a model (e.g., the 
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predictability of its behavior), and matching the stability properties of a mathematical model of a 
complex system to the stability of the actual system is a difficult mathematical and 
computational challenge.  Additionally, research is needed to advance statistical cross-validation 
methods that attempt to effectively evaluate the reliability of models by evaluating their 
predictive ability against actual data (Golub et al. 1979; Box 1980). 

The challenge of developing high-performance computational statistics tools and software.  
The last three decades have seen a tremendous increase in the capability of solving 
computationally demanding models.  This progress is the result of both the evolutionary 
developments in high-performance computers and advances in the development of computational 
algorithms that fully use the capabilities of high-performance computers.  Given the importance 
of uncertainty analysis to predictive science and engineering applications, there is a strong need 
for an analogous development of high-performance computational statistical algorithms and 
software. For example, Bayesian inference methods have the potential to solve the challenging 
parameter estimation, uncertainty propagation, and model validation problems encountered in 
subsurface sciences under significantly fewer restrictions than some traditional statistics 
approaches (Sivia et al. 2006; Malinverno 2002; Hoeting et al. 1999; Kass et al. 1995; Kennedy 
et al. 2006; Oakley et al. 2004; O’Hagan 2006).  However, significant algorithmic developments 
are needed to make the Bayesian approach computationally feasible and efficient on high-
performance computers. 

Analyzing the creation and propagation of uncertainty   

A key challenge is the development and implementation of mathematical frameworks for 
analyzing the propagation of uncertainties through complex multi-physics, multi-scale 
subsurface systems.  Mathematical frameworks must include the effects of data, parameter, and 
model uncertainty as well as errors produced during simulations and, therefore, must deal with 
uncertainties described with a variety of statistical and deterministic representations.  The 
mathematical approaches must allow for propagation, cancellation, and accumulation of effects 
to produce an accurate quantification of the uncertainty in analysis results.  Mathematical 
techniques for uncertainty analysis must accommodate abrupt and even discontinuous behavior 
in space and time (e.g., sharp or discontinuous material changes at specified locations in space 
and discontinuous model changes in time arising from specified conditions) as well as multiple 
bifurcations present in specified data and parameter ranges.  An associated challenge is to 
develop implementations of the mathematical frameworks that are efficient for high-performance 
computing platforms because of the intensive computational demands of the analysis. 

Dealing with the computational challenges of analyzing the propagation of uncertainty.  The 
propagation of uncertainty through a complex system presents severe computational challenges 
that must be overcome for uncertainty quantification to fulfill its necessary role in predictive 
science and engineering.  Indeed, computational overhead is sufficiently severe that a detailed 
assessment of the uncertainty associated with flow predictions is rarely performed in current 
practice.  To illustrate, we consider computational issues for four standard approaches. 
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1. One approach for quantifying uncertainty is the use of random sampling techniques (e.g., 
Monte-Carlo methods (Zhang 2002; Rubin 2003; Helton et al. 2003).  For large-scale 
problems, however, the computational requirements of random sampling are enormous (see 
Vaughn et al. 2000; Helton et al. 2000a, b).  The situation is even worse when estimating 
probabilities of rare events.  The computational challenges include organizing the efficient 
solution of multiple simulations of a subsurface system and developing fast random sampling 
techniques that reduce the number of simulations required to carry out an accurate statistical 
analysis. 

2. Another approach is based on representing uncertain model inputs and the solution fields in 
terms of an infinite spectral representation (e.g., a Karhunen-Loéve series or polynomial 
chaos expansion (Ghanem et al. 1991) and then solving for the spectral coefficients.  The 
coefficients may be computed intrusively, by deriving deterministic equations for the 
coefficients (Ghanem et al. 1991; Ghanem 1998; Zhang et al. 2004), or non-intrusively by 
random sampling (Tatang et al. 1998; Le Maître et al. 2002).  Either approach entails 
enormous computational demands and again introduces the need for fundamental research in 
the organization of spectral approaches for efficient implementation on high-performance 
computers. 

3. In appropriate circumstances, the quantification of uncertainty can be attacked directly by 
deriving equations for statistical quantities (e.g., probability density functions or moments) 
that represent information about the quantities of interest (Kitanidis 1988; Graham et al. 
1989; Zhang 1998, 2002).  Computing solutions of these equations yields information about 
uncertainty directly (e.g., the expected value of oil/gas recovery versus time and the 
uncertainty about the expected value).  However, solving these equations for large-scale 
models is a computationally intensive problem. 

4. Variational analysis based on duality, adjoint equations, and generalized Green’s functions 
present a traditional deterministic approach for propagating uncertainty through a complex 
system (Cacuci et al. 1981a, b; Marchuk 1995; Eriksson et al. 1995; Marchuk 1996, Lanczos 
1996, Estep et al. 2000; Giles et al. 2002; Bangerth et al. 2003; Estep et al. 2006).  The 
computational demands and efficient implementation in high-performance computing 
environments, including storage of forward solutions for forming the adjoint problems and 
solution of the adjoint problems, present severe challenges that require further investigation. 

The computational demands associated with the analysis of the propagation and analysis of 
uncertainty through a complex subsurface system elevates the challenge of developing high-
performance software for such analyses “from the ground floor,” as opposed to ad hoc 
implementations on top of existing high-performance simulation frameworks.  

The development of fast random sampling methods.  The analysis of uncertainty propagating 
through a subsurface system is distinguished from purely statistical analysis of data resulting 
from physical experiments by the assumption that mathematical models capture information 
about the physical processes.  It is important to develop new random sampling methods that 
make use of available information about the physical processes to improve the accuracy and the 
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rate of convergence of the statistical analysis and that can be implemented efficiently on high-
performance computers.  A classic example is to use derivative properties of a mathematical 
model (e.g., obtained via solution of an adjoint problem) to construct variance reduction and 
importance sampling techniques for Monte-Carlo methods (Estep et al. 2006a).  Further research 
is needed for the development of physics-based surrogate models for the purpose of accelerating 
the convergence of random sampling methods (e.g., preconditioning of Markov chain Monte 
Carlo methods or use in importance sampling).  Both approaches raise serious issues for 
implementation on parallel computers. 

The creation and propagation of uncertainty in operator decomposition methods for 
subsurface simulations.  Operator decomposition (Marchuk 1990; Hundsdorfer et al. 2003) is a 
very widely used technique for computing numerical solutions of multi-physics, multi-scale 
subsurface models (Arbogast et al. 1996).  While operator decomposition yields computational 
and modeling benefits, it also introduces new forms of uncertainty because it discretizes the 
instantaneous interaction between different physical processes acting on different scales (Ropp et 
al. 2005; Estep et al. 2007).  It also elevates difficult issues involved with the characterization of 
data, model, and parametric uncertainty because uncertainty is passed between components of 
the system model.  The challenge is to develop and implement mathematical frameworks for 
analyzing the production and propagation of uncertainties through an operator decomposition 
solution of a subsurface system that provides accurate quantification of uncertainty but that can 
still be implemented efficiently in high-performance computing environments. 

Control of uncertainty  

Distributing available resources in order to analyze and predict the behavior of a complex 
geological subsurface system both accurately and efficiently is a critical computational 
challenge.  There are enormous costs associated with experiment and field measurements as well 
as severe constraints on the available resolution in computational simulations even on petascale 
computers.  A challenge is to develop and implement frameworks that can adaptively guide the 
distribution of resources to efficiently reduce the uncertainty in a model analysis.  The 
development of truly efficient adaptive frameworks would greatly increase the accuracy in model 
analysis and system prediction that can be achieved with a given amount of resources.  

Adaptive resolution in model simulation.  Adaptive numerical solution of partial differential 
equations takes on new importance in the context of uncertainty analysis and quantification for 
models of subsurface systems and poses new challenges. In addition to the traditional challenge 
of efficient solution of computational problems that stress even petascale computers, uncertainty 
analysis requires the determination of families of solutions for which numerical errors may vary 
significantly.  Another challenge is to develop underlying estimates for guiding adaptivity that 
allow control of the error in specific quantities of interest computed from solutions of multi-
scale, multi-physics subsurface models and that can also be implemented efficiently in high-
performance computing environments.   For example, approaches based on adjoint equations 
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(Eriksson et al. 1995; Estep et al. 2000; Becker et al. 2001; Giles et al. 2003; Bangerth et al. 
2003) involve significant memory and parallel efficiency issues that have yet to be overcome. 

Adaptive representations, sampling and experimental feedback.  A critical part of the goal of 
controlling uncertainty is providing quantitative feedback in order to guide further experiment 
and field measurement.  The challenge is to develop efficient computational techniques for 
distinguishing those parameters and data that are most important in terms of affecting the 
uncertainty of computed information and to give indication of the range and nature of allowable 
error in those inputs.  This information can then be used to guide further experiment and 
measurement or to compute better representations from available data.  For example, in the case 
of spectral representation of uncertain parameters, the order, the number of degrees of freedom, 
and the basis functions can be adapted depending on the distribution of a parameter.  This will 
require advances in adaptive statistical sampling methods as well as the capability to propagate 
uncertainties with mixed representations through the model.  A related aspect is the fact that 
accuracy and resolution requirements can vary throughout a simulation and, as a consequence, 
efficiency dictates allowing methods to change the sampling and resolution requirements as 
needed depending on what is required at the time and location in the simulation (Le Maître et al. 
2004; Wan et al. 2005).  Alternatively, if the accumulation of uncertainty renders some 
observables meaningless, it may be advantageous to switch to different observables that are more 
meaningful. 

Adaptive model selection.  Another challenge is to develop mathematical and computational 
methodologies for allowing the model representation itself to change adaptively.  For example in 
situations in which computational resources are the primary barrier to the fidelity of the physical 
description, a more comprehensive model could be selected when a simulation progresses into a 
phase where the currently used models are outside its limits of applicability. However, 
combining physical descriptions in this way poses severe challenges for efficient implementation 
on high-performance computers.  

Sensitivity analysis of complex subsurface systems    

Sensitivity analysis, which is the study of the dependence of the uncertainty in analysis results on 
the contributions from uncertainties in the individual data and parameter inputs, is a fundamental 
part of uncertainty analysis (Cacuci et al. 2004; Frey et al. 2002; Helton et al. 2006; Ionescu-
Bujor et al. 2004; Saltelli et al. 2000; Saltelli et al. 2004).  However, there are significant 
challenges regarding the efficient implementation of sensitivity analysis tools on high-
performance computers.  For example, one common class, so-called local methods, are based on 
estimating partial derivatives of analysis results with respect to uncertain analysis inputs.  The 
generation of the required partial derivatives can be very demanding computationally (e.g. 
adjoint methods [Lanczos 1996; Marchuk 1995; Marchuk et al. 1996; Cacuci et al. 1980; Cacuci 
1981a, b], derivative adding compilers [Griewank 2000]) and pose difficulties for efficient 
implementation on parallel computers.  Owing to the importance of local methods in both 
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sensitivity analysis and optimization procedures, it is important that efficient methods for their 
implementation in analysis of computationally demanding models be developed. 

Another class of methods, so-called global methods, involves an exploration of the entire input 
space.  For example, one approach is to generate a map between analysis inputs and analysis 
results (e.g. with Latin Hypercube Sampling [Helton et al. 2003; McKay et al. 1979]) and then to 
explore this map with a variety of procedures (e.g., correlation analysis, regression analysis and 
non-parametric regression analysis [Cacuci 2004; Frey et al. 2002; Helton et al. 2006]).  Again, 
the challenge is to develop efficient computational frameworks on high-performance platforms.  
For example, Sobol’ variance decomposition (Saltelli et al. 1999; Sobol’ 1993) provides 
information-rich sensitivity analysis results but computationally efficient methods are needed for 
its implementation.  The development of non-parametric regression analysis tools (Bowman et 
al. 1997; Hastie et al. 1990; Hastie et al. 2001; Ruppert et al. 2003; Schimek, 2000; Simonoff 
1996; Storlie 2006) would be an important contribution to both sensitivity analysis and the use of 
surrogate models in the analysis of complex systems. 

Development of high-performance tools and libraries for uncertainty and 
sensitivity analysis 

While the previous sections focused on advances needed to make uncertainty and sensitivity 
analysis feasible for the most complex of problems, it is important not to lose sight of the 
tremendous amount of algorithmic development that has already taken place in this field.  It is 
fair to say that many problems are already amenable to uncertainty and sensitivity analysis with 
methods that are available today.  Unfortunately, adding uncertainty and sensitivity analysis 
capabilities to existing legacy codes in a fashion that is efficient on high-performance computers 
is a very daunting challenge.  There is a critical need to develop tools and libraries that facilitate 
both 1) the development of high-performance model simulation software that includes tools for 
uncertainty and sensitivity analysis as a fundamental components and 2) the (automated) 
retrofitting of legacy codes to make them amenable to uncertainty and sensitivity analysis.  Such 
software must provide a variety of tools for uncertainty and sensitivity analysis and the capability 
for a user to combine various tools.  These tools and libraries need to be widely promoted and 
made available to the broad scientific community. 

Direct support is needed to foster interdisciplinary collaborations between the application 
scientists and engineers, the mathematicians and statisticians developing new algorithms, and the 
computer scientists implementing algorithms on high-performance platforms. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Research addressing the computational challenges described above will provide scientists and 
engineers with a great increase in the ability to fully use high-performance computational 
platforms to address fundamental scientific questions and issues of national importance 
involving computationally intensive mathematical models. 
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POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Research in the indicated areas will have a positive impact on the subsurface sciences by 
enhancing 1) the resolution and numerical efficiency of analyses involving subsurface systems, 
2) enhancing the resolution and quality of uncertainty and sensitivity assessments performed as 
necessary and integral parts of such analyses, and 3) increasing the quality, appropriateness and 
usefulness of decisions made on the basis of such analyses. 

TIME FRAME 

Positive effects on computational sciences and the subsurface sciences from the indicated 
research could be obtained in 2 to 6 years. 
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METRICS AND BENCHMARKS FOR VERIFICATION AND 
VALIDATION  

Coordinator: Richard Drake, Sandia National Laboratory  

Contributors: Donald Estep, Colorado State University, Jon Helton, Sandia National Laboratory  

ABSTRACT 

Domain specific verification and validation testing establish the credibility of application codes 
for accuracy and reliability by performing.   Developing the problem descriptions and methods 
of assessment are difficult and time consuming; therefore, a common database of metrics and 
benchmarks could greatly improve computational subsurface application verification and 
validation and the assessment of credibility.  The challenge is to produce techniques and 
benchmark problems for verification and validation specific to subsurface science applications. 

EXECUTIVE SUMMARY 

Applying verification and validation techniques to application codes is the primary way to assess 
the credibility for accuracy and reliability of simulation results.  Credibility plays a key role in 
many high-consequence, decision-making processes, such as waste storage site assessment and 
contaminant remediation planning.  However, the development, documentation, and 
communication of metrics and benchmark problems for verification and validation in the 
subsurface sciences have not been addressed in a systematic format containing common 
techniques and a database of problems.   

The challenge is the development of metrics and benchmarks for verification and validation 
using problems and metrics relevant to subsurface science.  Furthermore, the metrics should 
apply to quantities important for decision-making and those which have the most direct link to 
practical laboratory and field measurements. 

SUMMARY OF RESEARCH DIRECTION 

Model verification and model validation are two related, but different, concepts.  Two widely 
used definitions are [Ref.  [6], p. 3]: 

Verification is the process of determining that a model implementation accurately represents the 
developers’ conceptual description of the model and the solution to the model. 

Validation is the process of determining the degree which a model is an accurate representation 
of the real world from the perspective of the intended uses of the model. 
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In both cases, a critical component is the method used to determine accuracy, which is achieved 
by applying a metric (or measure) to the results.  Equally important is the choice of benchmark 
problem, which must be applicable to and capture the essential aspects of the target physics 
problem and parameter regime as well as the available data from the physical problem. 
Though vital to future decision-making, the development, documentation, and communication of 
metrics and benchmark problems for verification and validation in the subsurface sciences has 
not been addressed in a systematic format containing common techniques and a database of 
problems.  There are examples of efforts to develop benchmark databases for verification and 
validation in the world of computational fluid dynamics, such as the National Agency for Finite 
Element Methods and Standards [1]; the National Project for Applications-Oriented Research in 
Computation Fluid Dynamics (NPARC) Alliance validation database [2]; and the European 
Research Community on Flow, Turbulence, and Combustion validation collection [3].  There 
have also been efforts to provide definitions, processes and case studies for verification and 
validation, such as in [4] and in [5]. Additional discussion is available in several recent surveys 
[7-13].  

The challenge is the development of metrics and benchmarks for verification and validation 
using problems and metrics relevant to subsurface science.  Furthermore, the metrics should 
apply to quantities important for decision-making and those that have the most direct link to 
practical laboratory and field measurements. 

A successful benchmark database would cover a range of problems important to a specific 
subsurface analysis, be fully documented with references, provide the metrics with which to 
determine accuracy, fully disclose the characteristics of the data (for validation problems), and 
use common methods of describing the aspects of the problem and for storing any associated 
data. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 
Development of high-quality benchmark problems demands significant time and expertise.  
Especially challenging for problems in subsurface sciences is that analysis is required on spatial 
and temporal scales, which precludes the traditional validation approach of direct comparison 
with experimental results.  Collection and communication of a database of benchmarks requires 
the cooperation and participation by many members of the scientific community, both from a 
technical and a policy perspective.  The peer review process must be employed to maintain 
quality and relevance but requires contributions from many.  Because of all this, a big challenge 
will be to maintain the commitment and resources to develop and deploy such a database. 

Once an application adopts a fair number of benchmark problems, the computational resources 
needed to execute them can quickly become overwhelming.  Verification can involve mesh 
convergence studies, order of accuracy calculations, and sensitivity and uncertainty analyses, all 
of which require repeated execution.  Similarly, validation problems can require fine-grained 
simulations and repeated calculations for uncertainty analysis. 
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The computational science community will benefit from a thrust towards improved verification 
and validation in the form of standards and examples for developing benchmark problems and 
the importance and application of metrics.  The ability to apply the benchmarks to enhance 
credibility of application codes will be recognized and spur efforts in other computational 
science areas.  More technical aspects will be methods for dealing with uncertainty in the models 
and experimental data. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

This work will provide guidelines and strategies for developing verification and validation 
benchmark problems in subsurface sciences, including specific issues and challenges related to 
these problems (e.g., multi-scale heterogeneity).  Use of benchmark problems that have been 
developed will provide a standard and basis for comparison of application codes and the 
development of credible applications.  Finally, a standard benchmark set will provide an 
additional device for communication with decision makers. 

TIME FRAME 

Individual benchmarks can be applied to an application code immediately after the problem is 
developed.  This will impact the development of the application and/or help improve its 
credibility.  Once a benchmark database becomes large enough and is recognized in the 
community, it will impact the development and qualification of application codes.  This may take 
several years.  Finally, as the database becomes widely used and understood, it will impact the 
ability of decision-makers to evaluate the credibility of differing application codes.  This would 
most likely take 5 to 10 years. 
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IMPROVED COMPUTATION OF COUPLED MULTI-SCALE 
PROCESS MODELS FOR CARBON SEQUESTRATION  

Diana Bacon, Pacific Northwest National Laboratory; John Weare, University of Californial San 
Diego; Glenn Hammond, Pacific Northwest National Laboratory 

ABSTRACT 

Increasing levels of carbon dioxide (CO2) in the atmosphere have been associated with global 
warming.  One promising mitigation strategy is injection and storage of this greenhouse gas in 
deep geological formations (carbon sequestration).  A technical challenge is to ensure that this 
injected gas remains underground for hundreds to thousands of years.  Prediction of the long-
term movement and risk of escape of vast amounts of CO2 will require assimilation of huge 
datasets into a new generation computer simulator, incorporating coupled models that capture the 
physical and chemical evolution of the system, including rock deformation, multi-phase fluid 
flow, and reaction in heterogeneous rocks and deep saline aquifers.  Current simulators are 
inadequate, and require new methods of site characterization, process model coupling, scaling 
laws to account for spatial heterogeneity, and the development of computational infrastructure, 
numerical algorithms, and methods for parallel computing.  Investment in this area would also 
yield dramatic improvements to the computational sciences as a whole, and would have broader 
impact in other fields of subsurface science, such as improved simulation of underground 
contaminant migration and remediation.  

EXECUTIVE SUMMARY  

Given the significant increase in CO2 in the atmosphere associated with burning of fossil fuels 
and the important role that carbon sequestration could play in remediation, significant investment 
is required to predict the long-term fate of CO2 pumped into subsurface geologic formations.  
Accurate and efficient numerical models are needed to predict CO2 storage capabilities, control 
injection, and assess risk of leakage to the surface.  Fundamental improvements over existing 
simulation models are needed in several key areas.  The subsurface is extremely heterogeneous 
and new methods of characterization, including four-dimensional seismic and satellite imaging 
methods, are needed to detect subsurface deformation and potential leakage.  New simulators 
must be able to incorporate this information and provide feedback for gathering it.  Individual 
process models must be discretized numerically so as to preserve pertinent physical and chemical 
principles.  Near well-bore environments are critical to model accurately as these zones will 
likely change dramatically upon injection of CO2, and abandoned wells create a risk of leakage.  
Accurate simulation in the presence of heterogeneities will require multi-scale discretizations 
and computational grids that adapt dynamically to zones of rapid changes.  Sequestration of CO2 
in the subsurface is inherently a complex problem, and accurate simulation will require new 
algorithms for simultaneous coupling of multiple process models.  Coupled and adaptive, multi-
physics, multi-scale, multi-resolution processes present unique computational infrastructure 
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demands because of their scale and heterogeneity in space and time.  Significant impacts of this 
research will extend beyond the carbon sequestration problem.  Improved parallelization 
methods, numerical algorithms, data assimilation techniques, and scaling methods for 
heterogeneous systems will have dramatic impact on the computational sciences as a whole, and 
computational subsurface science will benefit more broadly because of the similarity of 
processes that affect sequestration and the fate of near-surface contaminant flows. 

SUMMARY OF RESEARCH DIRECTION 

Atmospheric levels of greenhouse gases such as CO2 have increased dramatically since the 
industrial revolution, largely because of the burning of fossil fuels.  These gases enhance the 
atmosphere’s ability to retain radiant heat energy, which has the potential to cause dramatic 
warming on a global scale.  One strategy for remediation involves capturing greenhouse gases 
and sequestering them in underground storage sites such as petroleum reservoirs and deep, saline 
aquifers.  The sequestration of carbon in geologic formations poses many risks and creates many 
scientific and engineering challenges, but may provide a key method for mitigating the rise of 
CO2 in the atmosphere.  This PRD involves the science and mathematics needed to develop 
accurate and efficient computational models and algorithms for the simulation of the processes 
governing the underground storage of carbon, especially CO2.  These computational tools could 
be used by specialists to predict the future behavior of these underground systems, to manage the 
injection of CO2, to develop strategies for human intervention if the fidelity of the cap-rock seal 
is compromised, and to assess risks and impacts on public health. 

Developing a predictive simulation capability for carbon sequestration in geologic formations is 
particularly challenging. It involves a wide range of complex natural chemical, physical, and 
geological processes. More specifically, the system involves the compositional, multi-phase flow 
and reactive transport of chemical components, complex phase behavior and mineralization, 
mechanical and thermal effects under conditions at or near regimes of instability.  This occurs in 
a deep, difficult to characterize natural geologic environment which is extremely heterogeneous 
over a wide range of scales, the properties of which change under the effects of geo-mechanical 
deformation and fracturing in response to the movement and pressurization of fluids.  The 
system itself is extremely large, and involves processes that evolve over thousands of years on 
many interconnected temporal and spatial scales.  

Currently available numerical simulation packages do not couple all the needed compositional 
flow, reactive transport, and geo-mechanics models.  A few simulators have some of these 
capabilities, such as the University of Texas-Austin IPARS parallel multi-phase geomechanical 
geochemistry simulator and the SIMWULF compositional, geomechanical, thermal simulator.  
During 2004, Lawrence Berkeley National Laboratory coordinated a study to test and evaluate 
codes to model geological sequestration, including various versions of the Lawrence Berkeley 
National Laboratory TOUGH, the Pacific Northwest National Laboratory STOMP, the Los 
Alamos National Laboratory FLOTRAN and FEHM, the Institut Français du Petrole (IFP) 
SIMUSCOPP, the University of Stuttgart MUFTE_UG, and the Computer Modeling Group 
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(CMG) of Canada GEM (Pruess et al. 2001, 2004).  The study demonstrated substantial 
agreement between results predicted from different simulations, but also areas with only fair 
agreement and some significant discrepancies.  Most disagreements could be traced to 
differences in fluid properties.  However, all but one of the test cases were for one-dimensional 
homogeneous media (one heterogeneous two-dimensional test problem was included).  While 
this study was extremely useful, it did not compare three-dimensional reservoirs with complex 
heterogeneity on different scales and an equation of state compositional flow model along with 
geochemical and geo-mechanical effects and non-isothermal phenomena.  In summary, there 
appears to be no single simulator that incorporates and adequately models all of the major 
physical and chemical processes induced by injection of CO2 into potential disposal reservoirs 
that is also coupled to a geophysical model.  Moreover, most of the above simulators do not 
include high-fidelity algorithms that include error estimators for adaptivity. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

We identify three main classes of challenges for accurate and efficient computational simulation 
of underground carbon sequestration:  1) algorithms for multi-scale modeling of specific, 
individual processes; 2) techniques for modeling the coupling of these specific processes; and 
3) computational software infrastructure tools.  

Multi-scale Modeling of Processes  

Most of the processes involved in carbon sequestration are not unique to this application; 
nevertheless, these processes tend to involve more critical behaviors and tend to require more 
accurate modeling because they are more tightly interconnected  

Data interpretation and scaling from site characterization.  Deep porous formations are difficult 
to characterize.  They are extremely heterogeneous, with many small features such as highly 
permeable fractures or highly impermeable thin shale rock strata that dramatically alter the 
movement of fluids and dramatically affect the integrity of the cap rock to contain them.  Not 
only is there a lack of data, but the traditional sources of data from wells is concentrated 
vertically along the well bore, rather than areally.  Novel sources of data, such as four-
dimensional seismic (space plus time) to probe the subsurface, and satellite and surface detection 
of CO2 for monitoring leakage from the storage site, offer the potential to provide a reasonable 
characterization of the subsurface site.  These also offer the ability to detect changes over time in 
the site as the ground compacts or swells in response to pressurization.  Research is needed to 
allow these novel sources of data to be interpreted and used in subsurface simulation. 

Physics preserving discretizations.  Models of multi-phase reactive flow and transport generally 
take the form of coupled PDEs subject to constraints governing the behavior of the fluid 
pressures and velocities, chemical species concentrations, phase densities, temperature, etc. 
(the solution).  The PDEs tend to have mathematical singularities and degeneracies as chemical 
species and solid and fluid phases form or disappear.  Computer simulation requires that the 
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PDEs and constraints be approximated accurately through discretization (i.e., by reducing the 
infinite dimensional character of the solution to finite dimensions).  However, it is imperative 
that this discretization preserve pertinent physical and chemical principles as reflected in the 
PDEs, such as mass balance (mass can neither be created nor destroyed) and the maximum 
principle (heat and chemical species, for example, tend to diffuse, so they cannot artificially 
build up at some point in space).  

Current numerical methods are promising, but inadequate to fulfill the needs of carbon 
sequestration.  Additional research is needed on many fronts, including but not limited to the 
following:   

• Physics preserving numerical modeling of degenerate diffusion on unstructured grids, 
possibly using higher order and discontinuous finite difference, finite element, and finite 
volume methods.  

• Numerical approximation of nonlinear, multi-phase, multi-component, reactive, advective 
processes, such as by discontinuous Galerkin and characteristic methods.  The latter avoids 
the Courant-Levy-Friedrich constraint so that long time periods may be simulated. 

• Computational techniques for modeling of nonequilibrium phase behavior for the complex 
equations of state expected to govern CO2 sequestration at critical conditions. 

Well models.  The modeling of wells presents a serious challenge to carbon sequestration efforts. 
First, the injection of CO2 gas at a well must be modeled accurately, because this is a mechanical 
process that drives the flow.  The near well-bore environment will change drastically over time 
as fluids are injected.  Mechanisms that increase injectivity include pressurization leading to  
increases in porosity or local fracturing of the ambient rock, and dissolution of rock.  Second, 
potential leakage of CO2 gas from abandoned wells must be modeled appropriately to allow 
engineering assessment of risk and design of remedial action.  Currently, well models are often 
designed as stand-alone single well models that are unsuitable for full field applications 
involving the complexity envisioned above, so additional research is needed. 

Natural geologic heterogeneity.  Geologic formations are extremely heterogeneous on essentially 
all length scales.  It is critical to characterize and develop modeling strategies that can deal with 
strong spatial variations in mineralogy, rock type and multi-phase fluid compositions, because 
these greatly influences estimates of sequestration potential.  Regions or strata of high 
permeability, or even rock fractures, faults, or interconnected vugs (i.e., cavities) often exist, 
which become natural conduits for the movement of injected carbon.  This channeling (or 
fingering) potentially causes the injected carbon to bypass large regions of the formation. 
Heterogeneity also affects the adsorption and chemical environment of the reaction dynamics.  In 
addition, heterogeneity evolves in time as mineralization and matrix deformation occur.  

To handle the modeling of fluid flow through geologic heterogeneity, multi-scale approaches 
have been developed in recent years, including multi-scale finite elements, mortar finite 
elements, variational multi-scale methods, and heterogeneous multi-scale methods.  This work 
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and new approaches need to be supported, and also extended to the modeling of discrete 
fractures and “vuggy” systems, with concurrent geochemical reactions.  Additional dual-porosity 
and related hierarchical distributed micro-structure models also need to be developed.  

Gridding and adaptivity.  The computational simulation must be monitored to determine if errors 
are building up in the solution.  Recent work on error estimation and indication can be used to 
adapt the grid to reduce errors in the computed solution.  This line of work must be developed 
especially for the approximation of degenerate problems, as arise in CO2 sequestration, and for 
the approximation of time dependent problems involving thousands of years.  

Multi-Physics Coupling of Processes  

Modeling carbon sequestration requires the coupling of multiple submodels (multi-phase flow, 
reactive transport, mineral reactions, geomechanical deformation, heat flow, etc.).  The difficulty 
is that these submodels are tightly coupled and operate at different space and time scales.  Of 
particular importance to carbon sequestration is the coupling of geo-mechanical and geo-
chemical models, because this is critical to accurately predict mineralization and cap-rock 
integrity.  

There is a need to move beyond the simple strategies now in common use.  Of particular 
importance is to investigate hybrid approaches in space and time that allow multiple sub-
domains to interact in sophisticated ways.  Each sub-domain should simulate only those 
processes relevant within its extent, and to a level of scale appropriate to accurate simulation. 
This will require significant research in the transfer of data across sub-domain boundaries. One 
important need is to research the appropriate form of a common interface model and definitions 
of consistent state information for improved interoperability between sub-domains and process 
models.  Also involved is research on the appropriate way to transfer data across scales.  

Because of the complexity and shear size of the problem, carbon sequestration codes must run on 
the world’s largest supercomputers.  This necessitates research on improving massively parallel 
computation of coupled process models, including operator splitting techniques involving both 
space and time, utilizing implicit, semi-implicit, and explicit couplings and adaptive strategies, 
and error estimation and propagation of errors between sub-domains and across process modules. 

Computational Infrastructure Tools 

The above coupled and adaptive, multi-physics, multi-scale, multi-resolution processes present 
unique computational infrastructure challenges because of their scale, heterogeneity in space and 
time, and dynamism.  Software needs include, but are not limited to, programming and runtime 
system support for petascale parallelism, solvers and other generic numerical components, 
support for adaptivity and model coupling, and mechanisms for efficient data streaming.  

Emerging petascale systems and underlying multi-core processor and system architectures 
present significant programming and runtime management complexity.  Efficient use of these 
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systems require parallelism to be expressed at multiple levels and granularities, and to be 
effectively managed at runtime to avoid excessive communication and synchronization 
overheads.  Dynamic adaptations require appropriate dynamic data-management strategies and 
support for dynamic partitioning and load-balancing.  Addressing these challenges requires 
research in programming models and runtime tools that can enable the multiple types and levels 
of parallelism to be simply expressed and effectively exploited. 

Achieving efficient, flexible and scalable coupling of physics models and parallel application 
codes also presents significant algorithmic, numerical, and computational challenges.  A key 
issue is the dynamic and complex communication and coordination patterns required by these 
applications, which depend on state of the phenomenon being modeled, and so are known only at 
runtime. The coupled simulations, each typically running on a distinct parallel system or set of 
processors with independent (and possibly dynamic) distributions, need to periodically exchange 
information.  This requires that 1) communication schedules between individual processors 
executing each of the coupled simulations are computed efficiently, locally, and on-the-fly, 
without requiring synchronization or gathering global information and without incurring 
significant overheads on the simulations, and 2) data transfers are efficient and happen directly 
between the individual processors of each simulation.  Furthermore, specifying these coupling 
behaviors between the simulation codes using popular message-passing abstractions requires 
matching sends and receives to be explicitly defined for each interaction. As the individual 
simulations become larger, more dynamic and heterogeneous and their couplings more complex, 
implementations using message passing abstractions can quickly become unmanageable.  As a 
result, realizing coupled simulations requires an efficient, flexible and scalable coupling 
framework and simple high-level programming abstractions and systems. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT  

Many of the challenges noted above are special to carbon sequestration simulation efforts; 
however, several of these lines of research would generalize to and apply more broadly in the 
computational sciences.  Improved algorithms and technologies for parallel simulation would 
result for some of the most challenging problems in the field of computational science.  Included 
are 1) data interpretation and assimilation for large datasets organized spatially; 2) consistent, 
physics preserving discretizations of degenerate diffusive processes, reactive advective 
processes, and multi-phase flows; 3) multi-scale understanding and approximation problems 
involving medium heterogeneity; 4) aspects of grid adaptivity; and 5) the simulation of multiple, 
coupled processes involving changes of scales and physics.  The computational infrastructure 
tools developed should apply directly to the entire field of computational sciences. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES  

The work recommended here will enable more accurate predictions of CO2 sequestration 
potential of target geologic formations, improved assessment of risks to public health, better 
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management of the injection process, and long-term modeling of the formation and assessment 
of human intervention when necessary so as to maintain carbon sequestration over time.  

The sequestration of CO2 is one of the most challenging problems in the subsurface sciences, and 
an accurate and efficient simulation of its processes would have a far-reaching effect.  Many of 
the processes and computational challenges are not unique to carbon sequestration simulation; 
rather, research is required in this area because the technical issues tend to be more critical and 
demanding for this application.  The modeling and tools envisioned here should apply directly to 
other areas of subsurface simulation and allow simulation of particularly difficult Superfund and 
other sites requiring the modeling of geo-mechanical effects, complex multi-phase flows, 
extremely heterogeneous formations, or many, tightly interconnected multi-scale processes. 

TIME FRAME  

Significant progress can be made in as short as a 3 to 5 year time frame on many of the 
challenges identified above.  However, it will take longer to achieve the goal of developing a 
simulator tool that could be used by specialists to predict the behavior of and manage 
sequestration efforts, and to assess risks and develop strategies for engineered intervention.  A 
reasonable prototype might be developed within perhaps 5 to 7 years.  However, a full resolution 
of all the challenges mentioned above may take considerably longer—possibly 10 to 20 years.  
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EFFICIENT RISK ASSESSMENT TECHNIQUES FOR CO2 
SEQUESTRATION  

Rajeesh Pawar, Los Alamos National Laboratory 

ABSTRACT 

Large-scale deployment of geologic CO2 sequestration will require developing confidence in 
long-term performance of the technology.  Such confidence can be developed through 
application of comprehensive decision support systems to perform cost/risk analyses of the entire 
system.  Traditional risk analysis techniques have limited applicability to geologic sequestration 
sites.  However, comprehensive performance assessments (PAs) coupled with efficient risk 
analysis techniques have been used to perform risk analysis of geologic sites.  There is a need to 
develop novel risk analysis approaches; efficient computational techniques that can be applied to 
large-scale, Monte-Carlo simulations; efficient sampling methods; model abstraction methods; 
systems modeling approaches; and efficient coupling of process level models to systems models.  
Success in this PRD will lead to a number of ground-breaking advances in numerical and 
computational sciences and will be beneficial to a number of subsurface flow and transport 
applications.  

EXECUTIVE SUMMARY 

Large-scale deployment of geologic CO2 sequestration will need demonstration of 
comprehensive analysis of risks, including financial, health, safety, and environmental risks, 
associated with the technology.  Understanding the impact of storing large amount of CO2 over a 
long time frame is a complex problem because of a number of coupled physical and chemical 
processes.  Traditional risk analysis approaches cannot be directly applied to geologic systems 
because of differences in the fundamental behavior of geological systems and engineered 
systems such as a nuclear power plant, including dynamic evolution of component behavior, 
large uncertainties, and limited opportunity to perform extensive characterization experiments.  
This has led to the development of approaches that combine extensive PA calculations 
supplemented with a risk analysis based on PA results.  The PA calculations can become 
computationally intensive depending on the number of uncertain parameters, typically making it 
impractical to explore all of the combinations to develop statistically meaningful results required 
for risk analysis.  In addition, these analyses can take significant time that could be a limitation 
for development of multiple sequestration sites.  A priority direction is the development of 
numerical algorithms and computational techniques that can be used to perform comprehensive, 
timely risk analysis of geological CO2 sequestration sites.  These approaches will combine the 
development of novel methods of risk analysis, up-scaling methods, model reduction approaches, 
efficient parameter sampling methods, efficient algorithms for large scale Monte-Carlo 
simulations, and application of petascale computing.  Developments associated with this PRD 
would be beneficial in defining the research priorities related to overall geologic sequestration 
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science based on data needs.  In addition, developments made during this PRD will be beneficial 
to subsurface computational science and will be applicable to a number of practical areas such as 
risk analysis of contaminant transport, optimization of petroleum reservoir performance, etc. 

SUMMARY OF RESEARCH DIRECTION 

This PRD is focused on developing numerical and computational algorithms required to 
efficiently quantify the overall risks associated with implementation of geologic storage of CO2.  

The overall goal of any risk assessment model is to develop the probability of occurrence of an 
event and to analyze the consequence of the event.  The current popular approach to calculating 
the probability of occurrence of an event is to perform PAs and to supplement them with 
consequence analysis to determine overall risk.  This approach can be extremely computationally 
intensive.  This PRD focuses on two parallel paths: 

1. Development of novel risk analysis methods applicable to the inherently unique 
characteristics of geologic systems 

2. Increasing the efficiency of the current approaches.  

Risk analysis 

Traditional risk analysis methods use event trees, fault trees, and scenarios that cannot be directly 
applied to a geologic system because the behavior of its components is complex, inter-
dependent, and evolves over time.  In addition, geologic systems have a large number of 
uncertain parameters.  There is a need to either modify traditional risk analysis methods or 
develop novel methods to be applicable to geologic CO2 sequestration sites.  Ghosh and 
Apostolakis (2006) propose an approach that can be used to capture meaningful risk information 
from traditional PA results.  Efficient techniques that can integrate the PA calculations, and risk 
analysis can lead to novel a risk analysis approaches. 

Efficient PA models combined with risk analysis 

Systems Models.  PA models are typically developed after a detailed analysis of features/events 
and processes (FEPs) that affect the overall model performance.  These models decompose a 
system into analytically manageable subsystems—modeling the subsystems in detail and linking 
the subsystems in an overall systems model.  There is a need for comprehensive systems models 
for analysis of geologic CO2 sequestration technology that can effectively and efficiently capture 
performance of all components at multiple spatial and temporal scales (Figure 1).  Current PA 
methods applied to geologic storage repositories (Helton et al. 1997) as well as those proposed 
for CO2 sequestration sites (Pawar et al. 2006; Bowden and Rigg 2004; Walton et al. 2004) can 
be extended to develop PA methods for CO2 sequestration.  The systems model needs to 
effectively capture behavior of subsystems, information on which is available through laboratory 
experiments, field experiments or detailed process level numerical simulations.  There is a need 
for numerical approaches that efficiently capture the system/subsystem behavior.  Up-scaling and 
model reduction methods are also critical part of this.  Development of novel up-scaling  
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Figure 1.  Schematic Illustrating Important Processes that Could Result in a Geologic CO2 
Sequestration Reservoir at Multiple Spatial Scales 

approaches is the focus of another PRD.  There is a need to develop novel model reduction 
methods.  Methods such as proper orthogonal decomposition (POD) are being increasingly 
applied to subsurface fluid flow applications (Van Doren et al 2004; Gildin et al. 2006; 
Vermeulen et al. 2006).  Application of these methods needs to be extended to multi-phase, 
reactive-transport problems; at the same time, novel, efficient model reduction methods need to 
be developed. 

Monte-Carlo Simulations.  Because of a large number of uncertain parameters/processes in 
geologic systems, PAs are performed by applying Monte-Carlo simulation approaches combined 
with different parameter sampling methods including Latin hypercube sampling (LHS) 
(McKay et al. 1979; Helton and Davis 2003).  Depending on the number of uncertain 
parameters/processes the number of Monte-Carlo simulations can be extremely large.  Such 
problems would be ideal for petascale computing.  There is a need to develop efficient 
computational algorithms to perform large scale Monte-Carlo simulations as well as efficient and 
effective parameter sampling methods.  In addition to capturing the effect of parameter 
uncertainty, there is a need for the development of efficient numerical approaches to capture 
model uncertainty. Applicability of approaches such as those proposed by (Ghosh and 
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Apostolakis 2002; Neuman and Wierenga 2003) need to be extended to CO2 sequestration 
problems, and at the same time, new methods for determining model uncertainty need to be 
developed.    

Risk Analysis.  Results of PA calculations have to be analyzed to capture meaningful risk 
information.  Traditionally techniques such as response surface methodology, differential 
analysis, Kolomogrov-Smirnov tests, etc., have been applied to make risk-informed decisions. 
Ghosh and Apostolakis (2006) proposed an approach to capture risk information from traditional 
PA results.  There is a need for efficient numerical and computational approaches to 
synthesize multi-dimensional results generated from multi-dimensional, uncertain input data to 
quantify risk. 

Data integration and optimization.  Risk analysis and PA models have to be capable of 
efficiently integrating data generated during site characterization, site operations, and post-
closure to mitigate and minimize risk.  Efficient data integration and optimization methods will 
need to be developed to achieve this capability. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Acceptance of geologic sequestration technology for long-term storage of large amounts 
(~ 109 tons/year) of CO2 will require consideration of hundreds of storage sites, which in turn 
requires demonstration of comprehensive, effective, and efficient risk analysis.  Understanding 
long-term fate of CO2 in geological reservoirs is a complex problem because of a number of 
complex, coupled physical and chemical processes resulting from interactions between CO2 and 
geologic environments.  Comprehensive risk analysis can be used to understand the overall, 
long-term impact of geologic sequestration, but there are significant scientific and computational 
challenges.  

Development of risk analysis approaches that can be applied to geologic systems  

Traditional risk analysis approaches use fault trees, event trees, or scenario analyses to define 
overall risks.  There are inherent differences in systems to which traditional approaches are 
applied (e.g., nuclear reactors) and geologic CO2 sequestration sites.  The major differences are 
dynamic evolution of components and substantial uncertainties in parameters and processes.  It is 
not practical to conduct experiments on geologic systems at large spatial and temporal scales.  As 
a result, long-term performance needs to be inferred from short-term, controlled field and 
laboratory experiments; data from natural analogs; and results of detailed numerical simulations. 
This leads to extensive uncertainties in modeling risks.  Traditional risk analysis methods have 
been modified to apply to geologic repositories because of inherently distinct nature of geologic 
environments.  Typically, in analyzing risk from geologic repositories, results of PAs are used 
with supplemental analyses.  Capturing risk specific information from such analysis is not 
straight forward and efficient.  The challenge is to understand the limitations of current 
approaches and develop the next generation of risk analysis approaches that can be used to 
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efficiently determine overall risks specific to geologic systems. This is a grand challenge, but at 
the same time, steps can be taken to improve current approaches for risk analysis. 

Develop computationally efficient PA techniques 

Currently, PAs are performed by developing an overall system model that links multiple 
subsystems or components.  In most cases, the bases for the subsystem definition are the 
differences in the fundamental physics that governs the performance of the subsystem.  It is 
impossible to develop a single process-level numerical model that can couple the physics that 
governs multiple, distinct subsystems.  The approach typically used is to capture the behavior of 
the subsystems through simple analytical formulations or computationally efficient numerical 
models (Scott et al. 2005; Eslinger et al. 2006) and link the analytical sub-models into the overall 
system model.  The behavior of the subsystems is characterized either through laboratory 
experiments, field experiments/observations, or detailed numerical simulations.  The scientific 
challenge is to develop approaches that effectively capture the behavior at multiple spatial and 
temporal scales.  For example, in geologic CO2 sequestration application there are multiple 
coupled processes taking place in the primary sequestration reservoir.  The coupled processes 
include hydrologic, geochemical and geo-mechanical processes resulting from interaction of CO2 
with the reservoir fluids and rock.  These processes have different time scales, whereas 
hydrologic processes are relatively fast, geochemical interactions are significantly slow.  In 
addition, these processes are intrinsically coupled.  In defining long-term fate of CO2 in a 
sequestration reservoir, it is necessary to take into account these coupled processes (which can be 
done through detailed numerical simulations).  The challenge is to capture this coupled behavior 
effectively in a systems-level model for the reservoir so it can be used for PA.  The 
computational challenge is to develop numerical algorithms that can describe the physics of the 
subsystem that are computationally efficient so that PA modeling can be performed in a timely 
manner. 

Because of the uncertainties in geologic systems, typically PAs are run by assuming PDFs for 
uncertain parameters and performing Monte-Carlo simulations coupled with various parameter 
sampling methods.  Depending on the number of uncertain parameters, this can lead to too many 
calculations to generate statistically adequate results.  For example, if there are 100 uncertain 
parameters and it is desired to test all combinations of 1 percent interval range of uncertain 
parameters, one would need to run 100100 simulations.  This would require significant 
computational resources.  To overcome this, in practice Monte Carlo simulations are coupled 
with different sampling methods such as LHS.  The sampling methods ensure that the entire 
range of parameter distribution is sampled, but do not necessarily make sure that all 
combinations of different parameter distribution are sampled.  Improving the efficiency of Monte 
Carlo simulations is a significant scientific and computational challenge.  Novel approaches are 
needed to efficiently sample the parameter space and reduce computational requirements for 
large-scale Monte Carlo calculations.  Another approach for performing large-scale Monte Carlo 
calculations will be application of petascale computing.  Further research is required to develop 
algorithms and architecture necessary for such large-scale computational effort.  



Computational Needs for the Subsurface Sciences April 2007 

123 

PA calculations typically result in information such as flux of CO2 at a defined location at 
different times.  Such information is then used in risk analysis calculations.  Inferring meaningful 
statistical information from large-scale PA calculations is a daunting task.  There are a number of 
uncertain parameters and processes that result in a multi-dimensional response surface.  This 
response surface needs to be translated in a risk analysis framework.  As there are multiple, inter-
connected subsystems, a number of possible combinations of subsystems (scenarios) need to be 
studied to define which combinations (scenarios) will lead to high-risk scenarios.  In addition, it 
is required to identify which parameters/processes control the overall system behavior and 
whether the uncertainty in those parameters can be reduced.  Such analyses can become complex 
and resource intensive.  Research is needed to develop efficient approaches to synthesize multi-
dimensional result and parameter space as well as sensitivity analyses.  

In addition to using the results of risk analysis for risk-informed decision making, the results can 
also be used to develop monitoring approaches to minimize and mitigate risk.  There can be 
different sources (e.g., below-surface, above-surface), types (e.g., geophysical, geochemical) and 
scales (e.g. core or well-bore).  It is a big challenge to efficiently integrate the data in risk 
analysis calculations and see the impact of additional data on overall risk. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Success in this PRD will lead to development of novel numerical algorithms for model 
reduction, model abstraction including up-scaling methods, and efficient coupling of process 
level models to systems level models.  It will also lead to efficient parameter sampling 
algorithms and Monte-Carlo simulation techniques.  This PRD will also lead to demonstration of 
applicability of petascale computing. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Success in this PRD will lead to development of novel approaches for effective risk assessment 
for geologic repositories.  Model reduction algorithms will have wide applicability in a range of 
subsurface fluid flow applications, including petroleum reservoir management, aquifer 
managements, and contaminant fate and transport.  Efficient approaches will be developed for 
incorporation of monitoring/characterization data for risk mitigation and minimization.  

TIME FRAME 

The overall time frame for this PRD should be 3 to 5 years.  
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SUBSURFACE SCIENCE COLLABORATION  

Patrick O’Leary, Idaho National Laboratory; Myron Allen, University of Wyoming; 
Ken Manchester, MSE Technology Applications  

ABSTRACT 

The panel on carbon sequestration expressed concern that the subsurface sciences community is 
not sufficiently unified to address this type of multidisciplinary problem.  The participants 
recommended that an infrastructure for improved subsurface sciences collaboration be 
established with publicly accessible, online repositories, observatories, collaboration tools, and a 
framework for enabling scientific and engineering workflows.  In addition, DOE should promote 
open participation by stipulating that federal funding be predicated on agreement of Principal 
Investigators to post deliverables, including numerical codes, in open-source format. 

EXECUTIVE SUMMARY 

For at least several decades in the future, the United States will rely on fossil fuels (i.e., coal, oil, 
methane, and possibly oil shale) for the majority of our required and expanding energy needs.  
This heavy reliance on fossil fuels will result in increased production of CO2 unless the nation 
makes significant progress towards the development of near-zero emission power plants.  The 
capture, separation, and storage or reuse of carbon (i.e., carbon sequestration) should be 
employed to stabilize and eventually reduce concentrations of this greenhouse gas in the 
atmosphere. 

The DOE Carbon Sequestration R&D program is tasked to provide science-based assessments of 
costs, long-term stabilities, and environmental impacts.  Clearly modeling and simulation will 
serve as the principal tool in evaluating the technology options, but a number of advances in the 
state-of-the-art of applicable technologies are required in a relatively short time frame. 

A prerequisite for building effective collaboration is the desire to engage a scientific or 
engineering challenge, typically one having the scale of a “grand challenge.”  Carbon 
sequestration is exactly the type of problem that will require the collaboration of a large cross 
section of the subsurface sciences community, including applied mathematicians, geoscientists, 
chemical and petroleum engineers, chemists, and materials scientists. 

Improved collaboration in the subsurface sciences has the potential to benefit DOE, and the 
scientific and engineering community in general, by expanding the resources available to 
individual researchers, increasing the efficiency of our research system through open information 
sharing, and by coupling basic and applied research efforts more tightly to national goals. 
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SUMMARY OF RESEARCH DIRECTION 

The subsurface sciences community has been described as “tribal” (but friendly).  Codes, 
datasets, and computational tools are not openly shared until they are finished products, and even 
then they are sometimes, de facto or de jure, proprietary.  An extreme example of this challenge 
is that the petroleum industry, which houses tremendous expertise in subsurface sciences, is 
underrepresented in many collaborations of interest in CO2 sequestration. 

The participants of the Carbon Sequestration Panel propose that a subsurface sciences 
collaboration infrastructure be established to enable research, development and demonstration 
for the “grand challenge” scientific and engineering goal of numerically modeling carbon 
sequestration.  The collaboration infrastructure will include a number of unique features 
including code and data repositories, observatories, software collaboration tools, and scientific 
and engineering workflows. 

An additional requirement for developing successful collaboration is an incentive to collaborate.  
The participants recommend that DOE should promote collaboration by making Federal funding 
dependent on agreements from Principal Investigators’ that post-deliverables be made available 
in open-source format on a commonly accessible electronic platform. 

Repositories 

The virtual repositories consist of a distributed databases, folders and source control 
management systems, each created from multiple federated resources, providing integrated 
global access with local controls.  The distributed database will maintain reliable, consistent, and 
pedigreed datasets for benchmarking, validation, and verification activities.  Distributed folders 
would make available community computational tools and software stacks for interoperability 
and collaboration.  Finally, the singularly presented distributed source control management 
system for open-source software will enable both sharing and community development of 
subsurface sciences codes. 

Observatories 

The FutureGen Alliance states, “FutureGen is a $1 billion (U.S.) public-private partnership to 
design, build, and operate the world's first coal-fueled, near-zero emissions power plant.  The 
commercial-scale plant will prove the technical and economic feasibility of producing low-cost 
electricity and hydrogen from coal while nearly eliminating emissions.  It will also support 
testing and commercialization of technologies focused on generating clean power, capturing and 
permanently storing carbon dioxide, and producing hydrogen.  In the process, FutureGen will 
create unique opportunities for scientific exploration, education, and stakeholder engagement.”  
A separate PRD from the Carbon Sequestration panel suggests that FutureGen be used as a 
laboratory for research, development, demonstration, validation, and verification of 
computational techniques for modeling carbon sequestration.  The four sites that have been 
chosen for the next step of the FutureGen selection process are: 
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• Mattoon, Illinois 

• Tuscola, Illinois 

• Heart of Brazos near Jewett, Texas 

• Odessa, Texas. 

We propose that the site characterization, monitoring data, and the instruments themselves be 
integrated into the collaboration infrastructure by forming virtual observatories, one for each 
proposed site.  These observatories will provide the first carbon sequestration measurement and 
observation systems designed to both to answer significant scientific questions and to have the 
multidisciplinary participation necessary to achieve credible subsurface forecasting and 
prediction.  As such, each will transform the way we conduct subsurface science by enabling the 
integration of research, development, and demonstration from modeling to observations to 
measurements. 

Collaboration Tools 

Collaboration tools are software packages designed to boost productivity and responsiveness. 
They are essential to large multidisciplinary research projects spanning multiple organizations to 
tackle scientific and engineering ‘grand challenge’ goals. The tools should block the scientist or 
engineer from being interrupted in the ‘productivity zone’, but allow them to respond, attend or 
collaborate at the appropriate time. A typical subset of collaboration tools includes the following: 
announcements, calendars, chat rooms, discussions, drop boxes, email, email archives, help, 
membership, message center, workspaces, news, permissions, roles, post its, preferences, 
resources, schedules, site info and wikis. 

Scientific and Engineering Workflows 

Most scientists conduct analysis and run models in several different software and hardware 
environments, mentally coordinating the export and import of data from one environment to 
another.  Scientific and engineering workflows attempt to formalize this ad hoc process so 
scientists can design, execute, and communicate procedures repeatedly and with minimal effort. 
These workflows are a blend of scientific problem-solving, engineering design, and traditional 
business workflow techniques.  The workflow research for subsurface sciences collaboration 
should concentrate on components to enable dynamic data-driven application systems (DDDAS) 
and three-dimensional visualization. 

In DDDAS, simulations and measurements form a symbiotic feedback control system.  In carbon 
sequestration, the monitoring of the CO2 plume forms a feedback loop with site characterization 
and the modeling/simulation activities.  Integrating enabling components into the scientific and 
engineering workflow framework to support DDDAS is integral to the success of the carbon 
sequestration program. 
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On the other hand, three-dimensional visualization is on the critical path to scientific and 
engineering understanding and discovery.  Providing scientists and engineers with matching 
computational, analysis, and visualization power should be an essential element of the subsurface 
sciences collaboration infrastructure, and visualization is currently the weakest link.  Subsurface 
science specific visualization tools, as depicted in Figure 1, with interfaces designed for the 
domain expert, computational scientist and regulator.  This work should provide a significant 
step forward in integrating hardware-accelerated visualization into subsurface sciences research 
collaborations. 

 

Figure 1.  Visualization of a computational oil reservoir demonstrating a fusion of visualization 
techniques designed specifically for use by subsurface scientists and engineers  

(image from P. O’Leary). 

We propose a web-based, virtual distributed repository for storing codes, datasets and 
computational tools. This would facilitate communication between code authors and application-
orientated scientists and engineers.  Federal funding should be predicated on agreement by 
Principal Investigators’ to post deliverables in open-source format in the repository. 

The repository would use a framework that would promote global access and preserve local 
control.  It will provide collaboration tools for tracking and reviewing the development of new 
and improved codes.  The framework would also be capable of sustaining a wide and ever-
evolving variety of codes from the subsurface sciences community, in modular formats to 
provide a platform for continual improvements. 
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SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Currently the subsurface sciences community is not sufficiently unified.  It has been described as 
tribal (but friendly).  Codes, datasets, and computational tools are not openly shared until they 
are finished, sometimes proprietary, products.  This is in contrast, for example, to the 
collaborative community associated with the Linux operating system.  An extreme example of 
this challenge is that the petroleum industry, a significant player in subsurface science, is 
underrepresented in many collaborations of interest in CO2 sequestration. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The repository will serve as an example of a collaborative environment for many other fields 
requiring the development, maintenance, improvement, and application of sophisticated 
scientific software. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

The repository will expedite research and development by avoiding duplication of effort and 
allowing scientists to “stand on each others’ shoulders.”  It will facilitate collaboration among 
the large numbers of disciplines and research groups necessary to attack the multi-scale, multi-
physics nature of CO2 sequestration, and it will accommodate new and emerging high-
performance computing environments. 

TIME FRAME 

The FutureGen project is currently progressing at a rapid rate.  Therefore, the time frame for 
developing the subsurface sciences collaboration infrastructure needs to be accelerated.  
Milestones within the accelerated time frame follow. 

• FY 2007.  Launch Subsurface Sciences Collaboration Portal with a “Best-in-Class” subset of 
the computational and collaboration software stack. 

• FY 2007.  Establish a framework for implementing scientific and engineering workflows. 

• FY 2008.  Deliver initial release of middleware to enable global access to distributed source 
control management systems with local control. 

• FY 2008.  Develop software stack for installation of a collaboration appliance for remote 
community members. 

• FY 2008.  Integrate FutureGen observatory into the collaboration infrastructure. 

• FY 2008.  Incorporate web-based, three-dimensional visualization components in scientific 
and engineering workflow framework. 
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• FY 2009.  Deliver update of middleware for grid-enabled distributed source code. 

• FY 2009. Update workflow framework with dynamic data components. 

• FY 2009.  Develop workflow tools for the carbon sequestration dynamic data-driven 
application system associated with FutureGen. 
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MODELING THE SEQUESTRATION OF SUPERCRITICAL 
FLUID MIXTURES 

Diana Bacon, Pacific Northwest National Laboratory; John Weare, University of Californial San 
Diego; Glenn Hammond, Pacific Northwest National Laboratory  

ABSTRACT 

Injecting flue gas directly from a coal-fired power plant into the subsurface without first 
separating CO2 from the gas stream would reduce the cost of geological carbon sequestration.  
Unfortunately, current multi-phase flow and reactive transport simulators are not able to 
accurately model the injection of complex supercritical fluid mixtures into the subsurface 
because an equation of state for these mixtures has not been defined.  Molecular dynamics 
simulations offer a solution. 

EXECUTIVE SUMMARY 

Geological carbon sequestration is a promising technology for reducing CO2 emissions from 
coal-fired power plants and other CO2 emitters.  However, capturing and separating CO2 from 
the other products of coal combustion can be an expensive process.  This has led to interest in the 
possibility of injection unpurified, or less purified, flue gas from a power plant directly into the 
subsurface.  The flue gas would be compressed to a supercritical state before injection.  While 
the simulation of the injection of supercritical CO2 into the subsurface has become fairly routine, 
an equation of state for a complex mixture of supercritical fluids has not been defined at the 
temperatures and pressures encountered during geologic carbon sequestration.  The challenge is 
to provide thermodynamic properties of the supercritical fluid mixture, along with the individual 
aqueous solubilities of each of the flue gas components.  Molecular dynamics modeling may be 
used to simulate these properties, as a supplement to the limited experimental data that is 
available for these complex gas mixtures.  Both the molecular dynamics modeling used to 
determine the equation of state for these supercritical mixtures, and the modeling of the 
subsurface injection of these mixtures are computationally intensive calculations that may be 
greatly accelerated by code parallelization and execution on massively parallel supercomputers. 

SUMMARY OF RESEARCH DIRECTION 

National and international concern about the possible effects of greenhouse gases such as CO2 on 
climate is rising.  Evidence suggests that the rising level of atmospheric CO2 primarily results 
our expanding use of fossil fuels for energy.  Although the development of more efficient and 
alternative energy systems will lead to a reduction in greenhouse gas emissions, it is likely that 
the burning of fossil fuels will continue to provide a considerable proportion of the nation’s 
energy well into the next century.  One strategy for reducing the emission of greenhouse gases to 
the atmosphere is to capture and separate carbon dioxide from the products of fossil fuel burning 
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and sequester it below the earth’s surface.  Mechanisms of CO2 sequestration in the subsurface 
include physical trapping by low-permeability formations, solubility trapping by dissolution of 
CO2 into the aqueous phase, and mineral trapping by conversion of CO2 into a mineral form such 
as calcium carbonate. 

Separation or purification of CO2 from flue gas is an expensive step in carbon sequestration, and 
a great deal of research is focused on developing less expensive methods (Song 2006).  Recently, 
there has been increasing interest in the possibility of injecting flue gas directly from a coal-fired 
power plant into the subsurface without first separating CO2 from the gas stream.  As an 
example, oxyfuel combustion in a pulverized-fuel, coal-fired power station produces flue gas 
containing contaminants such as water vapor, oxygen, nitrogen, and argon derived from the 
excess oxygen, impurities in the oxygen used, and any air leakage into the system.  There also 
are acid gases present, such as SO3, SO2, HCl, and NOX produced as products of combustion.  
The impact of sequestering a complex gas mixture in a deep geologic formation, rather than pure 
CO2 (Figure 1), has not been investigated.  Co-sequestration of N2, O2, and acid gases along with 
CO2 in a reducing environment may have unexpected impacts on formation mineralogy and 
microbiology, as well as the extent of aqueous and mineral trapping of CO2.   

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Simulation of CO2 injection into subsurface geologic formations is now done routinely (e.g., Xu 
et al. 2005; Bacon et al. 2006), and the equation of state for the pure CO2 system is fairly well 
developed (Span and Wagner 1996).  The multi-phase flow simulators used to simulate 
supercritical CO2 injection (White and Oostrom 2006; Xu et al. 2006) into the subsurface have 
typically been used to simulate a limited number of fluid components, with either a single gas 
phase or a binary gas mixture (Oldenburg and Unger 2003).  A multi-phase flow model is needed 
that incorporates an equation of state for gas mixtures, along with a means for tracking changes 
in the composition of the gas mixture with time and space.  An equation of state for fluid 
mixtures is needed over a wide range of temperatures and pressures.   

Prior to injection into the subsurface, flue gas is compressed to a supercritical fluid.  A 
supercritical fluid is any fluid at a temperature and pressure above its thermodynamic critical 
point.  It has the unique ability to diffuse through solids like a gas, and dissolve materials like a 
liquid.  Additionally, supercritical flue gas density is extremely sensitive to temperature or 
pressure.  Although a general equation of state for supercritical fluid mixtures has been 
developed (Duan et al. 1996), it is not accurate at the lower temperatures generally encountered 
in geological carbon sequestration.  Furthermore, if this equation of state is to be used to perform 
simulations for risk analysis where the flue gas may rise toward the surface, it must be expanded 
to include subcritical temperatures and pressures. 

Simulation of the sequestration of multi-component supercritical fluid mixtures in the subsurface 
is a greater computational challenge than modeling pure CO2 sequestration because it is a more  
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Figure 1. Simulation of Supercritical CO2 Injection from Multiple Wells into a Brine-Filled 
Sandstone Formation 

complex equation of state and relative amounts of each fluid component must be tracked.  
Improved scalability of compositional multi-phase flow and/or coupled reactive transport and 
multi-phase flow models would also be needed to meet this challenge. 

Molecular Dynamics Modeling of Flue-Gas Mixtures 

The challenge is to provide thermodynamic (e.g., free energy of the mixture, fugacities, enthalpy, 
subcritical phase coexistence, etc.) and physical properties (e.g., phase density, viscosity and 
diffusivity, thermal conductivity of the mixtures, etc.) of mixtures in this system.  In addition the 
solubilities of the gases in coexisting aqueous phases are required.  Typical flue gas emissions 
are mixtures of noncondensible gases primarily CO2 and N2 (approximately 90 percent), with 
lesser amounts of O2 and Ar (approximately 9 percent) and relatively small amounts of SO2 and 
NOx (NO and NO2).  When injected into a mineral formation, the flue gas mixture may 
encounter and react with formation fluids (brines) and mineral phases.  Typical temperatures 
range in this application from roughly 20°C to roughly 100°C and pressures from 450 bars to 
near atmospheric.  With the exception of CO2 (Tc=31°C, Pc=73.8 bar), all the pure gases in this 
system are supercritical in this range.  Surprisingly, even for this commonly encountered system 
there are very few data for mixtures.  It is proposed that Molecular Dynamics and Monte Carlo 
Gibbs Ensemble (for phase coexistence) simulation methods be used to supplement the limited 
experimental data.   
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Molecular Dynamics and Monte Carlo methods are increasingly being used to interpret the 
behavior of complex, strongly interacting, many-body environmentally important materials.  
While these methods are providing important insights into these systems, there are limitations to 
their application.  These limitations include: 

• The accuracy of a many-body simulation is dependent on the ability of the model of the 
interactions in the system at the atomic or molecular level to capture the real forces in a 
practical effective potential.  These potentials must be established either from empirical data 
or computed from first principle methods (e.g., from the electronic Schrödinger equation for 
some few-body subsystem [in favorable cases, two-body]).  Depending on the desired 
accuracy, this may be very difficult.  For example, if the molecules have strong dipoles and 
are polarizable, this must be taken into account, often leading to complex, density-dependent 
interaction potentials (e.g., as in water-water interactions). 

• For problems in which chemical reactions are important, it may not be practically possible to 
develop an empirical potential.  Therefore direct, first principle simulations are necessary 
(e.g., ab-initio molecular dynamics methods [Car and Parrinello 1985]).  These are very 
time-consuming computational problems. 

• For many of the properties required, an estimate of the mixture-free energy is necessary.   
This means that some sort of thermodynamic integration is required, which is 
computationally expensive. 

• For phase coexistence calculations, it is necessary to use Gibbs ensemble methods 
(Panagiotopoulos 1987).  For dense liquid systems, these require very large numbers of 
potential evaluations and special particle insertion strategies, particularly for the angular 
dependant potentials that are required for most molecular systems (Duan et al. 2004). 

• For dilute species, special methods must be used because of their small particle numbers in a 
practically-sized simulation. 

Given all of the above, there is the issue of summarizing all the experimental and computed data 
in an appropriate equation of state.  This is a non-trivial task, particularly in the critical region 
where special scaling methods must be introduced to ensure the proper behavior (Kiselev and 
Rainwater 1998).  It usually is more efficient to use several equations of state to model the 
special properties of different regions of pressure and temperature space (e.g., incompressible 
fluids vs. gas mixtures).  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Fortunately, for the flue gas system the challenges described in the previous section should be 
fairly manageable.  Given the importance of this system, it is ideal for testing the use of 
simulation strategies to supplement experimental data that is very difficult to obtain in sufficient 
quantities.  The principal species for this system, CO2, N2, O2, and Ar, are closed electronic shell 
non-reactive molecules.  This means that high accuracy can be obtained from a two-body 
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potential description of the system without polarization.  There is probably enough data for the 
pure systems to develop highly accurate two-body like-like potentials.  A site-site interaction 
producing very high accuracy of many properties, including near critical-phase coexistence, has 
already been reported for the most difficult species CO2 (Zhang and Duan 2005).  Preliminary 
progress has been made for the pure N2 and CO2 end members (Duan et al. [unpublished 
results]).  The unlike interactions (e.g., CO2-N2 two-body interactions) in these systems are more 
difficult.  However, because of the lack of dipole in these systems, two-body interaction 
calculated from high-level quantum chemistry methods (e.g., CCSD(T) [Bartlett 2005]) should 
provide sufficient accuracy.  Again, this is a good system to test the concept of developing a 
fully first principles thermodynamic model of a useful system.   

Given the potential models, the simulations for the flue gas system can proceed, once an efficient 
implementation of the two-body potential for a Molecular Dynamics code has been developed.  
However, given that free energy and partial molar quantities are desired (requiring very large 
particle number simulations), it would be a good idea to develop this code for a massively 
parallel computer environment.  Considerable progress in this direction has recently been 
reported (Bowers et al. 2006; Fitch et al. 2006).  For the prediction of phase equilibria, a Gibbs 
Ensemble (Panagiotopoulos 1987) or similar method should be used.  This means that problems 
with particle insertion and averaging over a mixture composition will require many floating point 
operations, again suggesting that a highly scalable code be developed (Duan et al. 2004).  In 
principle, this is manageable, and progress has been made for similar mixtures.  These 
calculations suggest that even in the critical region simulations (Monte Carlo) can yield results 
with near experimental accuracy.   

Given the simulated data, the next issue is the development of a succinct representation of the 
free energy as function of the intensive variables.  Progress has been made but this is a non-
trivial problem.  The ability to generate reliable data on demand with a Molecular Dynamics or 
Monte Carlo simulation will make an enormous difference in the development of an appropriate 
phenomenology.  As mentioned above, the best choice of the equation of state form will depend 
on the nature of the phase present in for the temperature, pressure and composition (TPX) 
conditions of interest.  For the critical regions, a scaling equation of state can be developed 
(Kiselev and Rainwater 1998).  Again, the ability to calculate accurate thermodynamic data will 
be very important.  To our knowledge, a comprehensive free energy model in this region has not 
been reported. 

Finally, the issue of the interaction of the flue gas phase with a coexisting aqueous solution needs 
to be addressed.  Water is a very difficult system to simulate.  However, there has been recent 
progress (Paricaud et al. 2005).  Methods to calculate the energy of insertion of a solute into an 
aqueous phase exist (Lisal et al. 2004).  However, these methods require accurate potential 
interactions between the water species and the solute species.  Given these insertion free 
energies, the solubility of the gases in the flue gas system in an aqueous phase can be calculated 
using Henry’s law and the partial fugacities of the flue gas phase (King et al. 1992).  While these 
calculations are not particularly difficult, the required accuracy of the H2O-flue gas species in a 
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water environment may be difficult to obtain.  Presumably this could be done using very large 
quantum chemistry type calculations.  Improvement of the performance of these methods is a 
grand challenge problem. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Injection of pure flue gas, or even less-pure CO2, may enable carbon sequestration to be 
economically viable.  Multi-phase reactive transport simulators would benefit from a general 
equation of state for fluid mixtures.  A general equation of state for fluid mixtures would be 
useful in other applications involving geothermal fluid geochemistry. 

TIME FRAME 

Development of the molecular dynamics models necessary to define the equation of state for 
fluid gas mixtures, and the implementation of this equation of state in a multi-phase flow and 
reactive transport simulator would take place within 3 to 5 years. 
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MODELING FUTUREGEN-SCALE GEOLOGIC CO2 
SEQUESTRATION 
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ABSTRACT 

FutureGen power plants will require the efficient capture and secure geologic isolation of CO2 
emissions.  Defensible forecasting of long-term isolation performance demands advanced 
reactive transport simulators that explicitly couple the interdependent multi-phase flow, 
geochemical mass transfer, and geo-mechanical deformation processes that control subsurface 
CO2 migration and trapping.  In addition, field application of these simulators requires site 
characterization and geo-statistical methods to define initial and boundary conditions, myriad 
site-independent data that underpin the coupled process models to facilitate dynamic system 
evolution, and time-lapse monitoring data to permit iterative improvement of both site 
characterization and dependent modeling efforts.  Further, because the relevant basin-scale 
systems are typically characterized by extreme permeability and compositional heterogeneity 
(often requiring highly resolved domains), because CO2 injection introduces sharp density and 
chemical gradients across dynamic plume boundaries (severely limiting time-step magnitude), 
and because isolation performance must be predicted for hundreds to thousands of years, such 
applications also demand advanced parallel architectures, numerical methods, and space-time 
discretization schemes.  Finally, the uncertainty bounds that characterize these highly complex 
simulations must be quantified for risk assessment through sensitivity analyses that span the 
extensive matrix of site-characterization and site-independent parameters that influence 
predictive results 

The scientific and computational challenges sketched above lie between modeling applications 
demonstrated to date and those required to provide uncertainty-bound forecasts of CO2 isolation 
performance associated with FutureGen power plants.  Hence, there is an urgent need to address 
these challenges and achieve inaugural simulations of this kind. 

EXECUTIVE SUMMARY 

Optimal siting of a FutureGen power plant in large part hinges on demonstrating appropriate 
matching of 1) projected incremental and cumulative CO2 emissions with predicted injectivity 
and storage capacity of the target geologic reservoir (source/sink matching) and 2) required and 
predicted long-term CO2 containment (regulatory compliance).  Appropriateness of both matches 
can only be assessed quantitatively using advanced reactive transport models that are sufficiently 
well constrained by state-of-the-art site characterization efforts, geo-statistical methods, and site-
independent data.  Although a number of  simulation tools currently exist that would appear 
capable of such assessment, appropriate source/sink matching and regulatory compliance has yet 
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to be demonstrated quantitatively in this manner for the space-time-complexity dimensions and 
resolutions required to address FutureGen-scale CO2 sequestration projects.  The goal of this 
PRD is achieve inaugural demonstrations of this kind by addressing the key scientific and 
computational challenges that have precluded their realization to date.  Proposals are sought that 
will incorporate the required advances within existing reactive transport simulators, then apply 
these improved models to forecast the long-term isolation performance of a representative 
FutureGen-scale CO2 storage site.  

SUMMARY OF RESEARCH DIRECTION 

Although advanced reactive transport simulators are uniquely well suited to forecast the long-
term isolation performance of geologic CO2 storage sites (Johnson et al. 2004, 2005), such utility 
has yet to be demonstrated for a FutureGen-scale sequestration project.  Thus, there is a pressing 
need to design, develop, and successfully carry out a simulation effort on this scale by 
identifying, addressing, and resolving a number of key technical issues that separate current and 
required capabilities.  These include scientific challenges (e.g., to define the space-time 
dimensions and granularity required to accurately predict plume migration, sequestration 
partitioning among distinct trapping mechanisms, and long-term isolation performance) as well 
as computational challenges (e.g., to determine requisite hardware, numerical methods, 
discretization techniques, time-step algorithms, and model coupling approaches).  Ideally, this 
work will be based on the well-characterized geologic setting of a final-four candidate (perhaps 
even the selected) FutureGen site, although analogous data from an alternative scale-equivalent 
isolation project could be used, as could representative synthetic data as a third choice.  The 
envisioned research effort will provide the sequestration modeling community with a unique 
forum for: 

• Gaining critical experience in simulating CO2 injection, migration, and trapping within 
representative basin-scale systems characterized by multi-scale physical and compositional 
heterogeneity 

• Interacting with geo-statistically-based site characterization efforts to compare and inform 
with respect to achievable and required resolution of such heterogeneity 

• Interacting with generic modeling efforts to obtain advanced computational tools exploitable 
in this application 

• Comparing predictive results from diverse CO2 sequestration models in the interest of honing 
and unifying collective capabilities 

• Identifying and prioritizing future model development and site characterization activities.   

The fundamental outcome of this effort will be demonstrated significant progress along each of 
these directions. 
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SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

The focus of this applied modeling study is to: 

• Address technical challenges associated with explicitly coupling many distinct process 
models that represent a broad range of subsurface physics, chemistry, and mechanics 

• Greatly expand, while more finely resolving, the space-time scales of geologic CO2 storage 
modeling 

• Accurately predict plume migration, sequestration partitioning among trapping mechanisms, 
and long-term isolation performance 

• Design and optimize injection strategies and monitoring programs 

• Identify key screening criteria that can be used to select optimal sites 

• Quantify the uncertainty of these highly complex predictive models. 

In terms of model development, a key challenge is to achieve computationally efficient and 
robust explicit coupling of models that represent interdependent physical and chemical processes 
operating over a wide range of space-time scales.  A fundamental scientific challenge is to 
determine the spatial dimensions—possibly ranging from plume-to-basin scale depending on 
reservoir permeability and lateral continuity—that are required to accurately represent injection-
triggered pressure perturbations, dependent evolution of the reservoir/cap-rock/well-bore stress 
regime and strain response, and the ultimate fate of displaced formation waters.  Within this 
appropriately dimensioned domain, a second key challenge is to determine the spatial 
granularity—possibly uniformly course or fine, telescoped from course to fine with increasing 
plume proximity, heterogeneous fine and course to mimic known hydraulic and compositional 
variations, or even dynamic (adaptive gridding techniques)—that is required to provide 
sufficiently accurate simulation of CO2 plume migration, sequestration partitioning among 
distinct trapping mechanisms, and long-term isolation performance, which depends most 
importantly on the evolution of cap-rock/well-bore seal integrity per concomitant geo-
mechanical deformation and geochemical alteration processes (Johnson et al. 2005).  Further, 
spatial granularity of the overall domain must be optimized in concert with temporal granularity 
of (i.e., time stepping through) overall simulation time; that is, appropriate dovetailing of 
space/time granularities is particularly crucial in the context of accurately and efficiently 
representing the migration of steep gradients in fluid-phase saturations and aqueous 
concentrations, which characterize dynamic plume boundaries. 

Once space-time dimensional and granularity issues have been addressed, challenging 
applications for the simulation capability—beyond site-specific performance prediction—include 
the design and optimization of injection strategies (well locations, spacing, and fluxes), such that 
desired injectivity, plume migration paths, ultimate storage capacity, and accumulation location 
are achieved, and monitoring programs (sampling/imaging techniques, locations, frequencies), 
such that predicted performance can be efficiently metered and verified.  Another fundamental 
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application of the envisioned capability is to identify—among myriad site-specific and site-
independent parameters—key hydrological, compositional, mechanical, and structural properties 
(screening criteria) whose values most strongly influence long-term isolation performance, 
which will help define and prioritize both supporting experimental and site characterization 
activities.  A final challenging and much-needed application is to quantify the uncertainty bounds 
on forecasting CO2 isolation performance, which can be achieved through sensitivity analysis 
over the extensive matrix of interdependent site-specific/independent parameters that influence 
the overall calculation; at present, this critical field of study remains in infancy. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The requisite coupling of diverse process models, the characteristic hydrologic/compositional 
complexity and heterogeneity of basin-scale geologic systems, and the dependent extreme space-
time dimensions and granularities required for numerical simulation of long-term CO2 isolation 
performance demands advanced parallel architectures, numerical methods, and space-time 
discretization schemes.  Hence, large computing clusters are required and must be exploited 
efficiently to carry out these applications; storage issues will be addressed by forming sub-
models on individual processors and allowing communication between them through boundary 
conditions (Dickinson et al. 2006), while inter-compatibility of submodels will be achieved 
through iteration.  Great challenges exist in designing such coupling algorithms and load 
balancing as well as data scatter and gather among the myriad process models; all potential 
couplings of scale and process should be explored.  As a result, studies within this PRD will help 
establish guidelines for the design, development, and implementation of robust and efficient 
massively parallel reactive transport simulators. 

Further potential impacts include 1) improved understanding of how long-term plume migration 
and cap-rock/well-bore integrity predictions vary with adopted space-time granularities, 
2) development of new methodologies for quantifying the uncertainty envelope that surrounds 
predicted isolation performance as a function of those surrounding site characterization efforts, 
site-independent data, process models, and process coupling, and 3) benchmark comparison of  
predictive results from diverse CO2 sequestration models to hone and unify our collective 
capabilities. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Defensible, accurate forecasting of uncertainty-bound long-term CO2 isolation performance will 
be a required component of FutureGen power plants.  Sophisticated predictive efforts of this kind 
absolutely demand advanced reactive transport modeling capabilities.  Studies within this PRD 
will significantly improve and demonstrate such capabilities and, as a result, our ability to 
identify optimal geologic targets for CO2 storage, forecast their long-term isolation performance, 
and optimize injection strategies and monitoring programs to achieve and verify such 
performance.  



Computational Needs for the Subsurface Sciences April 2007 

145 

These improvements will be obtained though successfully addressing a number of key questions 
that separate current and required modeling capabilities:  

• What spatial magnitude is required to accurately depict the injection-triggered pressure 
perturbation and dependent evolution of the reservoir/cap-rock/well-bore stress regime and 
strain response?   

• What space-time resolutions and style of these granularities is required to provide sufficiently 
accurate simulation of migration paths, trapping mechanisms, and long-term isolation 
performance?   

• What are the quantitative uncertainty bounds on these complex simulation efforts?  What are 
the optimal injection strategies and monitoring programs for achieving and verifying optimal 
isolation performance?   

• What are the key screening criteria whose values most strongly influence long-term isolation 
performance; that is, how should we define and prioritize both laboratory experimental and 
site characterization activities that support CO2 storage modeling work?   

The proposed FutureGen application will provide a unique venue for addressing each of these 
key issues, which—although explicitly cast here in terms of CO2 storage—are directly or 
indirectly relevant to a broad range of basin-scale subsurface modeling activities. 

TIME FRAME 

Research projects within this PRD could be completed in 3 years. 
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HIGH-FIDELITY PETASCALE SIMULATION OF COUPLED 
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Laboratory; Tom Russell, NSF;  Ivan Yotov, University of Pittsburgh;  Ivar Aavatsmark, Centre 
for Integrated Petroleum Research; Malgo Peszynska, Purdue University;  Richard Mills, Oak 
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ABSTRACT   

Current capabilities in mathematically and computationally modeling coupled phenomena are 
inadequate for addressing future DOE subsurface science challenges.  High-fidelity simulation of 
subsurface processes must be built on a fundamental understanding of multi-phase/multi-
component flow and transport, biochemical and geochemical reactions, thermal and geo-
mechanical effects, all interacting within a highly heterogeneous porous media.  Sensitivity to 
physical processes and model parameters, and uncertainties in parameters, media properties, and 
the current state of the system must be taken into account.  Informed decision-making will 
require the development of a comprehensive uncertainty/sensitivity analysis framework, within 
which coupled process models will be executed hundreds to thousands of times under different 
scenarios.  The magnitude of this effort will tax even petascale computational resources; for it to 
be feasible will require new approaches to developing efficient and flexible high-fidelity 
simulators for coupled subsurface processes.   

EXECUTIVE SUMMARY   

A number of important DOE applications, such as environmental remediation at the Hanford 
Site,  Savannah River Plant, etc.; storage of depleted nuclear reactor fuels; and carbon 
sequestration require accurate models of the subsurface that integrate a number of different 
physical processes.  Simulation tools used to study these phenomena must couple hydraulic, 
thermal, geo-mechanical and biogeochemical effects.  Simulations must treat multi-phase, multi-
component flow in a subsurface dominated by complex heterogeneities, and interacting, scale-
dependent processes.  Existing codes are unable to simulate these phenomena with sufficient 
fidelity and certainty for timely decision-making and risk management.  The development of new 
simulation capabilities that can model the full range of coupled phenomena required to meet 
these needs is a priority research direction.  To realize this goal, three fundamentally important 
tasks are outlined.  These include 1) developing mathematical and numerical analysis tools for 
intelligently coupling/decoupling physical processes across spatial and/or temporal scales, 2) the 
development of discretization and gridding techniques that model both individual and coupled 
processes accurately, and 3) the development of robust nonlinear and linear iterative solution 
methods for efficient implementation of coupled process models on petascale computational 
resources.   
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SUMMARY OF RESEARCH DIRECTION 
There is consensus within the subsurface community that solving key DOE application problems 
requires the modeling of a broad range of coupled phenomena in a complex heterogeneous 
subsurface.  Coupling of non-isothermal, multi-phase, multi-component flow with geo-
mechanics and bio-geochemistry is required to adequately capture system behavior.  Figure 1 
connects several DOE subsurface science challenges with the primary, secondary, and emerging 
physical processes of interest to each application.  Despite some general understanding of the 
processes involved, we do not have a complete understanding of how to describe and efficiently 
simulate these coupled phenomena.  As a result, existing code technologies generally rely on one 
of two strategies.  The first strategy is to couple existing legacy codes via external interfaces.  
The second approach is to couple all processes through fully implicit temporal discretizations 
combined with extremely robust but low-order spatial discretizations to ensure numerical 
stability.  These choices are made at the expense of high fidelity, computational efficiency, and 
the ability to effectively exploit new high-performance parallel architectures.  There is a priority 
need to develop next-generation, multi-physics subsurface simulation capabilities/methods that 
enable a significant increase in the fidelity of subsurface modeling.  Achieving this goal will 
require three basic elements.  First, we must develop novel coupling/decoupling strategies based 
on a detailed analysis of the interaction of processes in subsurface flow.  These new coupling/ 
decoupling strategies must then be combined with emerging discretization and gridding 
approaches to improve the accuracy of subsurface modeling methodology without sacrificing 
robustness.  Finally, these discretizations must be integrated with modern solver technologies so 
that the computational models can effectively exploit new petascale architectures.  
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Figure 1. Connections Among Several DOE Subsurface Science Challenges with the Primary, 
Secondary, and Emerging Physical Processes of Interest to Each Application 
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SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Novel process coupling/decoupling strategies:   

Models that couple the broad range of phenomenology needed for next-generation subsurface 
simulations are incredibly complex.  Determining a mathematical model that faithfully represents 
coupled processes, domains, phases, and components of interest now and potentially in the future 
is a demanding task in itself.  If such a model is accomplished, a simulation algorithm that 
maintains these couplings at all intermediate steps is unlikely to be practical.  For petascale 
simulation, it is crucial to construct intelligent, robust decoupling algorithms that decouple 
processes judiciously at intermediate steps to perform efficient computations on parts of the 
larger systems, where couplings may then be restored upon iterative convergence or accurately 
approximated through time-splitting techniques.  Thus, as a first step toward developing new 
high-fidelity simulation tools, we need to categorize the different modes of behavior that are 
embedded within these models. In essence, what is required is a mathematical dissection of the 
overall model into its principal components, combined with an analysis of how these components 
interact.  This type of analysis will elucidate the mathematical structure of the system and 
provide the basis for developing robust techniques for mathematically and/or numerically 
coupling/decoupling different physical processes within a time step or iteration.  The objective in 
developing these types of strategies is to provide an optimal balance between accuracy of the 
approximation to distinct processes and accuracy of the coupling between processes.  This could 
be viewed as a generic setting for intelligent operator splitting.  

Some familiar examples will illustrate the generic idea.  An elementary case is decomposition of 
a self-adjoint operator into orthogonal invariant eigenspaces, which are fully decoupled with 
respect to the action of the operator.  The action of the full operator is decomposed into the 
actions on the subspaces, and no couplings remain.  In subsurface flow of two incompressible 
liquid phases (e.g., water and either oil or a nonaqueous-phase liquid), it is well-known that the 
total Darcy velocity of the two phases is a comparatively weak function of the phase saturation, 
whereas the individual phase Darcy velocities are strong functions; thus, the total velocity is 
relatively weakly coupled to the saturation.  A model expressed in terms of the total velocity and 
the saturation is therefore more favorable for iterative decoupling than alternative formulations 
would be.  In reactive flows, it is common to split off the reactive processes and phase mass 
transfer from the rest of the system; this works most efficiently if the interactions between 
reactions and other processes, such as transport, are relatively weak.  This could suggest posing 
such flows in a Lagrangian frame of reference, where mass transport in phases is better separated 
from reactions and mass transfer than it is in an Eulerian frame.  Another example is the choice 
of primary variables in a multi-phase multi-component system; certain sets of components could 
be lumped together into pseudo-components so as to produce weak couplings between pseudo-
components.  In multi-scale modeling, space-time adaptive mesh refinement can be viewed as a 
way of choosing patches whose couplings to the larger system are not necessarily weak in the 
strict sense, but whose exchange terms are nearly static or linear at the level of space-time 
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resolution, so that the couplings can be accurately preconditioned by linear terms and are 
mitigated in the nonlinear iteration. 

For applications of interest to the DOE, the number of coupled processes, their scale, and relative 
importance, cannot easily be determined a priori.  Moreover, new processes may need to be 
added to account for new technology or previously unknown phenomena.  Therefore, there is a 
tremendous need for an entirely different approach to the modeling of coupled processes.  The 
new paradigm would include all phenomena of interest to a given application and at a given 
resolution or scale, and guide the user to choose the right level of modeling and computational 
accuracy reflected in how couplings between the various processes are realized.  For success of 
this strategy, some metrics for measuring decoupling errors would have to be defined.  The 
cross-cutting research objective would be to uncover any unifying principles that could enable a 
broad range of systems to be analyzed in this way, potentially reaching well beyond subsurface 
science.   

Discretizations of coupled processes  

The mathematical structure of the system and the associated coupling/decoupling strategies that 
decompose the overall model into components provides the starting point for developing new 
high-fidelity discretizations of the component processes.  Discretizations for different physical 
processes should accurately model each process without introducing errors or instabilities in 
coupling.  The mathematical complexity of some of the basic processes presents a number of 
challenges to the construction of high-fidelity, robust discretization techniques.  For example, the 
interplay between the nonlinear wave structures associated with Darcy flow and the phase 
behavior of multi-phase, multi-component mixtures introduces considerable complexity in the 
construction of accurate discretization schemes for multi-phase flow.  The component process 
discretizations must also provide the flexibility to incorporate interaction with other components 
and allow for high-accuracy coupling between processes.  The broad range of scales appropriate 
to the different processes introduces considerable complexity into the development of stable and 
accurate discretization of the coupling.  

High-fidelity simulations of coupled subsurface phenomena therefore present new challenges for 
developing accurate and efficient discretization and gridding methods.  Different discretizations 
and grids (structured or unstructured) may be suitable for different processes, depending on their 
physical nature, spatial and temporal scales.  The accuracy and physical fidelity of each 
discretization method becomes even more critical in this coupled setting.  For example, local 
mass conservation errors in the flow discretization may lead to spurious mass sources and sinks 
in the transport simulation.  The numerical error for a given process will affect the accuracy in 
the other processes.  Moreover, a loss of stability may occur if the different grids/numerical 
methods are not chosen appropriately.  Interpolations/projections between different grids may be 
needed, which leads to additional numerical errors.  All discretization errors (process specific 
and coupled) must be controlled through a priori and a posteriori error analysis.  Such analysis 
is even more challenging when different types of partial differential equations are coupled.  In 
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some cases it may be possible to use existing discretization methods for the different processes. 
However some couplings may require designing completely new numerical methods to 
guarantee accuracy and stability.  

In addition to addressing the coupling of disparate processes, subsurface simulations must also 
be able to operate effectively across a wide range of spatial scales and deal with the geometric 
complexity of subsurface heterogeneity.  There are a wide range of modern gridding 
technologies based on both unstructured and logically-structured grid paradigms that have the 
potential to accurately represent subsurface complexity.  For unstructured grids, the 
computational mesh can be constructed using tetrahedral, general hexahedra or combinations of 
both.  In the context of structure grids, methodologies based on multi-block curvilinear gridding 
strategies and embedded boundary representations provide mechanisms for representing complex 
geometries while retaining some of the computational advantages of structured grids.  

These base gridding methodologies need to be augmented with some form of dynamic adaptive 
mesh refinement to handle the varying spatial resolution requirements.  Adaptivity will enable 
the localization of resolution to track key features such as a geochemical reaction fronts or 
boundaries of pollutant plumes as they propagate through the subsurface.  The heterogeneity of 
the subsurface introduces a number of novel issues in the construction of adaptive algorithms.  In 
particular, adaptive approaches to subsurface flow need to address the change in the equations 
that reflect the change of scales at the interface between grids of different resolution. 

Iterative solvers and pre-conditioners for coupled processes on petascale 
computers  

High-fidelity simulation of coupled processes leads to very large algebraic systems to be solved 
at each time step.  The solution of these systems often constitutes the vast majority of 
computation time for subsurface applications, and is usually the part of the calculation least 
amenable to parallel implementation.  The use of smart decoupling strategies can help reduce the 
demands on the solver and enhance parallelism, but large, sparse, ill-conditioned algebraic 
systems can still arise from discretizing individual processes.  A well-known example is the 
“pressure equation’’ that arises in multi-phase flow models.  Furthermore, the development of 
new discretization/gridding strategies as discussed above requires the development of new solver 
technologies suitable for these discretizations.  

Although substantial progress has been made in the past few decades on solution techniques for 
large, sparse systems, straightforward applications of these solvers often fare poorly in the face 
of highly nonlinear and heterogeneous subsurface models.  Furthermore, as problem size and 
complexity grows, solver costs grow disproportionately, making effective solution techniques 
even more important (Figure 2).   This difficulty is further compounded by the fact that many of 
the most effective solvers exhibit poor parallel scalability on the massively parallel machines 
required to solve such problems—machines that will grow to the size of tens or hundreds of 
thousands of processors as we approach the petascale.  Effective computational solutions for  
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Figure 2. Solver costs increase with problem size and fidelity unless solution algorithms and 
implementations improve. 

complex subsurface problems will demand innovative iterative methods and physics- or process-
based pre-conditioners that not only possess numerical properties tailored to the unique 
challenges of subsurface systems, but are also designed to effectively use emerging petascale 
architectures.  Furthermore, we must invest in the integration of existing software libraries and 
computational tools that make the development of scalable solutions possible. 

In applications where it is advantageous to iteratively converge to a more fully coupled solution, 
decoupling methods may be used to guide the development of physics-based pre-conditioners. 
These methods reduce the computational complexity of the large-scale implicit problem by 
building pre-conditioners based on algebraically decoupling certain phenomena.  This opens the 
door to lower component complexity, the use of scalable multi-grid/multi-level pre-conditioners 
on subsets of the problem, use of Jacobian-free methods that save memory and computational 
cost by avoiding explicit calculation of the Jacobian, and use of Schur complements to reduce 
overall iterative solver complexity.  Investigation of the unique challenges in applying multilevel 
solvers and pre-conditioners (either alone or inside physics-based pre-conditioners) is required.  
Because many hydrogeologic properties (e.g., permeability) are both position and scale-
dependent, coarsening and interpolation methods must be carefully chosen. 

Domain decomposition algorithms are another class of powerful parallel solvers.  These highly 
scalable solution algorithms are very suitable for massively parallel petascale computer 
simulations, because they localize computations and reduce interprocessor communication. 
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Developing efficient domain decomposition methods for coupled problems is especially 
challenging, since the convergence of the iterative process is affected by nonlinearities due to 
complex couplings. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Advances in this framework would lead to payoffs in other aspects of subsurface and 
computational science.  Algorithms based on iterative decoupling of weakly coupled parts would 
be more amenable to implementation on massively parallel petascale hardware than strongly 
coupled formulations would be.  Couplings complicate uncertainty analysis and quantification by 
introducing additional sources of uncertainty.  If subsystems are found that are known to be 
weakly coupled, these additional uncertainties are known to be small; hence, the uncertainty 
analysis can be performed on the subsystems instead of the full system.  A similar benefit applies 
to sensitivity analysis; if subsystems are comparatively insensitive to each other, then the 
sensitivity of the whole can be analyzed in terms of the sensitivities of the parts. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

This research will lead to advancements in many DOE applications, including contaminant 
migration, underground nuclear testing, nuclear repositories, oil shale production, and extraction 
of methane hydrates.  

TIME FRAME 

The time frame for the proposed research is 3 to 7 years.   
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MATHEMATICAL AND NUMERICAL SIMULATIONS OF MULTI-
SCALE SUBSURFACE PROCESS COUPLING  
Lynn Bennethum, University of Colorado Denver; Yalchin Efendiev, Texas A&M University; 
Scott James, Sandia National Laboratory; Sreekanth Pannala, Oak Ridge National Laboratory; 
Harihar Rajaram, University of Colorado, Boulder;  George Redden,  Idaho National Laboratory; 
Al Valocchi, University of Illinois at Urbana-Champaign;  Steve Yabusaki, Pacific Northwest 
National Laboratory;  Marek Zaluski, MSE Technology Applications, Inc. 

ABSTRACT 
 
Current multiscale coupling techniques are adequate for nonreactive single phase flows, but not 
multiphase or reactive flows.  In these cases, a framework for robust upscaling and downscaling 
is required.  Next-generation multiphysics subsurface simulators will require novel, adaptive 
mathematical concepts/computational algorithms that are flexible enough to take advantage of 
the known coupled physics/chemistry/biology and data at appropriate scales and link them to 
provide high-fidelity predictions. 

EXECUTIVE SUMMARY 

Accurate and reliable numerical simulations of coupled subsurface processes are fundamental to 
critical decisions facing the remediation of contaminated aquifers, siting and design of 
radioactive waste repositories, geologic sequestration of CO2, development of alternative energy 
resources (e.g., methane hydrates, oil shale), enhanced mineral extraction, and water resource 
management.  However, there is considerable uncertainty in the predictions made using current 
numerical models of coupled subsurface phenomena.  Unlike engineered systems, natural 
geologic formations are highly complex—material properties display high variability and 
complex spatial correlation structures that span a hierarchy of length scales.  In these subsurface 
systems, coupled subsurface processes involving multi-phase, multi-component interactions 
exhibit a wide variety of behaviors across a large range of spatial and temporal scales.  It is not 
possible, or is it desirable, to include all these length and time scales in mathematical models of 
coupled flow and reactive transport.  This is due, in part, to the severe computational burden of 
resolving a wide range of length and time scales to obtain accurate predictions of the subsurface 
processes.  The current practice is to develop models for the continuum scale at which Darcy’s 
law applies and to replace the geometrical complexities of the pore space with empirically 
determined effective constitutive relations.  This is adequate for single phase flow and 
nonreactive transport.  However, for complex, coupled, nonlinear processes (e.g., multiphase 
flow, biogeochemical reactions, and geomechanics), the lack of rigorous frameworks for 
upscaling undermines the reliability of predictive simulations used to inform decisions affecting 
the environment and human health.  
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Addressing these complexities in next-generation multi-physics subsurface simulators requires 
novel, adaptive mathematical concepts/computational algorithms that are flexible enough to take 
advantage of the known coupled physics/chemistry/biology and data at appropriate scales and 
link them to provide high-fidelity predictions.  We envisage the development of robust up-scaling 
and down-scaling, multi-physics approaches that permit the consistent transfer of information 
across scales through dynamic, adaptive algorithm restructuring on petascale computers.  This 
will facilitate more reliable predictions of subsurface coupled phenomena at the field scale 
through new knowledge and the accurate portrayal of the interplay between fundamental 
physical, chemical, and biological processes in complex porous and fractured media. 

SUMMARY OF RESEARCH DIRECTION 
This priority research direction is focused on developing mathematical concepts, computational 
algorithms and petascale software required to understand and quantitatively predict the nature of 
coupled subsurface phenomena (hydraulic, thermal, geomechanical and biogeochemical) across 
a range of scales.  These phenomena are dominated by complex heterogeneities, multiphase, 
multicomponent flows and interacting, scale-dependent processes. Existing codes are unable to 
simulate these phenomena with sufficient fidelity for decision-making in part because they do 
not consistently account for multiscale interactions. The pressing issues facing DOE 
(e.g., remediation of mixed organic-radionuclide wastes, long-term radioactive waste isolation, 
impact of underground nuclear tests on water and contaminant movement, geologic CO2 
sequestration, methane hydrate extraction, oil shale development)  require models that couple 
several processes (e.g., flow, biogeochemistry, thermal, geomechanical).  For these problems, 
addressing the complexities of spatial coupling across scales calls for novel multiscale 
computational frameworks and architectures that can consistently feed information across scales 
(both upscaling and downscaling) to simulate coupled process dynamics efficiently. 

What is needed to develop next-generation multiphysics subsurface simulators are novel, 
adaptive mathematical concepts/computational algorithms that are flexible enough to take 
advantage of the known coupled physics/chemistry/biology and data at appropriate scales and 
link them to provide high-fidelity predictions.  We envisage the development of robust 
computational upscaling and downscaling approaches that permit consistent transfer of 
information across scales for coupled nonlinear processes and feedbacks. 

For example, a multiphase multicomponent reactive transport model might take into account 
(1) contact angles and variable surface chemistry at the pore scale using the Navier-Stokes 
equations to describe flow of each phase through complex pore geometry; (2) permeability, 
suction-saturation, bulk reaction parameter and rate measurements incorporated into 
conventional multiphase flow equations at the Darcy scale; and (3) upscaled, nonlocal in time 
and space flow and transport equations at the field scale. An adaptive mathematical/numerical 
model could incorporate this information in a way that scales either the model or the data in a 
consistent manner so as to minimize the overall prediction uncertainty. Thus, multiscale 
modeling may not always require scaling data to fit a particular model scale, but could involve 
the model adapting to the data provided. 
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Achieving efficient adaptivity in upscaling is another challenging task for multiphysics/ 
multiscale problems. Identifying coarse regions and corresponding upscaled models, as well as 
setting up an adaptive coarse grid in the regions without apparent scale separation, is essential for 
accuracy and robustness of coarse-scale models. Development of mathematical tools, such as 
error indicators, to guide these coarsening strategies is an important issue that needs to be 
addressed.  Such a multiscale computational framework would require incorporating ideas from 
computational upscaling/downscaling, mathematical upscaling/downscaling, and data 
assimilation.  It would require taking advantage of the strengths of each area in a consistent 
manner with uncertainty determined in a quantifiable way. Implementation of such a multiscale 
framework would require tremendous (petascale) computational resources. 

Within a multiscale framework, it will be necessary to propagate uncertainty through process 
dynamics across a range of scales to accurately quantify uncertainty in predictions of system 
behavior and risk associated with non-compliance.  The mathematical frameworks for 
uncertainty propagation (e.g. Monte Carlo techniques, approximate covariance propagation 
equations, or polynomial chaos theories) lead to computational problems that are vastly different 
from their deterministic counterparts.  The challenge of quantifying uncertainty in nonlinearly 
interacting multiscale subsurface systems will require novel computational concepts and in turn 
enhance the computational science arena. Also, there is a need to develop novel flexible 
frameworks that implement a range of upscaling models (from classical homogenization to 
quasi-empirical constitutive relations to direct pore-scale simulation) that adaptively balance 
accuracy and computational burden. 

The challenging problem is to develop a rigorous methodology that can capture nonlocal effects 
accurately for heterogeneous systems across multiple scales where a scale separation assumption 
is inappropriate. For accurate upscaling, development of approaches and concepts that take into 
account global effects and while remaining applicable to problems without scale separation is 
essential. Addressing this challenging task for various subsurface problems is important not only 
for upscaling, but also for efficient preconditioning techniques that rely on accurate 
interpolation/ downscaling techniques. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES  

Background 

Predictive numerical simulation of dynamic flow and reactive transport processes in natural 
geologic formations is the primary computational tool for managing and engineering 
contaminant remediation, radioactive waste disposal, carbon sequestration, extraction of 
alternative energy resources, and sustainable watershed and aquifer use.   

Contaminant Remediation 

A critical issue at DOE waste sites is determining whether natural processes are sufficient to 
contain or remediate contaminants, or if physical, chemical, and/or biological intervention is 
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necessary to sequester or remove contaminants in situ.  For example, a 1992 study predicted that 
10 years of natural flushing in the Hanford 300 Area aquifer would be sufficient to satisfy the 
uranium drinking water standard.  In fact, elevated uranium concentrations continue to persist.  
Recent investigations have identified a significantly more complex conceptual model of multi-
scale, coupled processes including hourly water level fluctuations that access contaminated lower 
vadose zone sediments, uranium mobility that is dependent on mixing between river and 
groundwater, and rate-limited mass transfer at the micro-scale.  

Radioactive Waste Repositories 

Hydrothermal consequences of heat associated with radioactive wastes must be understood and 
predicted far into the future to evaluate the effectiveness of geologic system barriers.  At Yucca 
Mountain, fundamental interactions at the interface between engineered and natural materials 
resulting from heat-driven, multi-phase fluid flow and multi-component reactive transport must 
be simulated to accurately predict the potential migration of wastes in the short-term, near-field 
environment as well as the long-term, far-field environments.  In this case, the long time scales, 
lack of experience with analogous systems, and potential consequences demand a 
mechanistically detailed, multi-scale, scientific basis for the predictive models. 

Carbon Sequestration 

The success of geologic sequestration of CO2 will depend on understanding:  

• Changes in porosity that affect storage capacity 

• Multi-phase flow in the context of additives and catalysts to improve CO2 stability 

• The impact of biological and chemical reactions on reservoir permeability (particularly cap 
rock permeability and fracture sealing) 

• Buoyancy effects and capillary trapping 

• Rates of mixing between reacting and non-reacting fluids.   

The response of a reservoir to injected CO2 involves both spatial and temporal scaling 
challenges.  Simulations to date have relied on a number of simplifying assumptions to make the 
modeling tractable.  Improved understanding of the behavior of CO2 reservoirs will require a 
comprehensive multi-scale computational framework.   

Alternative Energy Resource Development 

The DOE is committed to exploring alternative energy resources such as oil shale and submarine 
methane hydrates.  Designing approaches for exploiting subsurface thermal and carbon-based 
energy resources depends heavily on process coupling across multiple scales.  Examples include 
the installation of freeze walls and the sequence of heat-driven reactions involved in oil shale 
development, optimization and performance of geothermal reservoirs affected by fluid-rock 
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interactions, and the impact of procedures and amendments that are used to modify permeability 
and fluid flow.  High-fidelity simulations have been extremely computationally intensive, 
requiring several months to execute.  Novel multi-scale approaches will provide valuable 
insights on how to improve the efficiency of these simulations. 

Mineral Resource Extraction 

In situ mobilization of valuable elements that are mediated by biological and chemical reactions 
have important economic and environmental advantages.  How amendments are distributed to 
locations where they can have impact, and how the subsequent reactions modify system 
properties, such as permeability, will determine overall performance and economic benefits. 

Water Resource Management 

Most people get their water from groundwater sources, yet it is a scarce resource with competing 
industrial and agricultural demands as well as threats to its quality.  Houston, for example, faces 
complex water availability issues resulting from land subsidence from groundwater extraction, 
salt water intrusion, and decades of industrial groundwater contamination.  The unique 
subsurface environment comprising geo-pressured fluids near the Gulf Coast has resulted in 
fluid-dependent fault movement that has damaged highways.  The ability to use and protect any 
subsurface resource will depend on understanding and possibly manipulating permeability and 
flow through physical, chemical and biological processes. 

SUBSURFACE SCIENCE CHALLENGE 

These subsurface application areas share common attributes including naturally complex, multi-
scale heterogeneous porous media (with physical, chemical, biological properties) and coupled 
interacting scale-dependent processes (e.g., hydrologic, thermal, multi-phase, biogeochemical, 
geo-mechanical).   

Heterogeneity 

Natural subsurface systems are physically, chemically, and biologically heterogeneous across a 
spectrum of scales.  Moreover, unlike many engineered systems, the heterogeneity is large, 
difficult to quantify, and can evolve with time as a result of engineered intervention.  Disordered 
pore structure and variability in physico-chemical surface properties at the micron to millimeter 
(secondary porosity and grain surface) scale impacts the definition of Darcy-scale porous 
medium properties such as permeability, dispersivity, and reaction rates.  Heterogeneity at the 
centimeter-meter (core) scale influences equivalent permeability and dispersion tensors and 
reaction rates at the 10- to 100-meter scale.  Geologic heterogeneity is manifest at the 10-meter 
to kilometer scale, and ultimately impacts site-scale behavior. 

It is not possible or practical to deterministically represent property fields (permeability, 
porosity, stratigraphy, composition, reaction rates, etc.) at all scales at a typical field site or 
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formation.  It is necessary to develop valid methods for correlating the averaged properties of 
increasingly large volumes to the smaller-scale heterogeneities within the volumes, and to 
understand how heterogeneous distributions of properties (e.g., porosity, reactive surfaces, 
biomass) can change in response to various natural or engineered stimuli.  See Figure 1. Progress 
in such scaling approaches will require the use of advanced computing applied to the continuum 
of scales for different types of systems. 

 

Figure 1.  Spanning scales from molecular to the field 

 

Process Coupling 

Coupling between physical, chemical, and biological processes involving multi-phase, multi-
component interactions and alteration of media properties produces system behavior with 
enormous complexity across a large range of spatial and temporal scales.  Such variability can go 
unnoticed unless there is an explicit effort to obtain information at multiple scales and under 
ranges of conditions that can elicit the integrated response of process coupling.  For example, 
geochemical precipitation/dissolution processes and biological growth can alter pore space 
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geometry resulting in permeability changes, which can in turn affect the flux of reactive fluids, 
thereby yielding nonlinear feedbacks.  Understanding process coupling and scaling becomes 
even more critical in systems that are characterized by strong, changing and/or episodic 
gradients.  Biogeochemical reactions and physical characteristics of geologic systems along 
thermal and chemical gradients can often be where the most critical changes take place even 
though they represent relatively small volumes or even micro-environments.  Engineered and 
natural gradients can change rapidly in degree and location. 

Characteristic time scales for interacting processes are often highly disparate.  Furthermore, the 
governing equations and/or constitutive relationships for the same process can potentially take on 
different forms at different scales.  In a given spatial region, temporal evolution as a result of 
coupled processes can dramatically alter the local dynamics and controlling processes 
(i.e., associated governing equations).   

Understanding macroscopic phenomena (e.g., large-scale transport of fluids, heat, and reactive 
components in complex, geo-mechanical systems) in terms of fundamental processes at the 
scales of molecules, cells, solid-solution interfaces, and pores is increasingly being explored to 
address long-standing issues with the characterization of appropriate field-scale models and 
parameterizations.   

Coupled subsurface processes typically involve phenomena occurring across a wide range of 
scales such that the existence of a single representative elementary volume (REV), assumed to 
exist for many of the discrete multi-scale models, may be different for different processes or may 
not even exist.  For example, biologically mediated processes involving micro-environments 
surrounding biofilms or microbial colonies are typically not explicitly represented in 
contemporary models that are formulated at the Darcy or REV-scale.  Nor are the evolution of 
these micro-environments and colony structures explicitly related to changes in REV-scale 
nutrient concentrations resulting from field-scale injection schemes.  Significant challenges that 
are likely to be encountered in developing such a framework to address these issues include 
potentially different sets of governing equations at different scales, involving different sets of 
property fields; different types of reaction kinetics at different scales; and vastly disparate time-
scales associated with coupled interacting phenomena. 

MATHEMATICS/COMPUTATIONAL SCIENCE CHALLENGE 

It is often necessary to resolve a wide range of length and time scales in order to obtain accurate 
predictions of the subsurface processes.  There are, however, major computational and 
mathematical challenges for coupling the sub-continuum to the continuum scale.  Most existing 
mathematical and numerical approaches have been developed for addressing a particular 
physical process using information transferred from one scale to another scale.  For example 
statistical variability of core-scale measurements can be used in a stochastic up-scaling approach.  
Darcy-scale properties can be estimated from pore network structure via homogenization or 
averaging, or under a continuous hierarchical matrix representation, projection operators, 
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Green’s functions, or Fourier/wavelet transforms can be used (Cushman et al. 2002).  All of 
these approaches assume information is given at one scale (or for a continuous hierarchical 
matrix, an assumed functional form).  In reality data is often sparse, incomplete, given at a 
variety of scales, and subject to error.  Thus while the formulation may be accurate, the 
unavailability of complete data at the appropriate scale limits the usefulness of the standard 
approaches. 

Unfortunately, for the coupled nonlinear processes of interest, the classical up-scaling methods 
break down and empirical approaches must be adopted.  As an example, several investigators 
(Okubo and Matsumoto 1979; Clement et al. 1996; Thullner et al. 2002) studying the 
phenomenon of bio-clogging have developed approaches to relate substrate flux and biomass 
growth to permeability changes.  These approaches usually assume idealized biofilm 
accumulation in simplified porous geometries (e.g., a capillary tube).  These empirical up-scaling 
approaches can in some cases be fit to experimental or field data, but they generally break down 
when broadly applied to a wide range of conditions.  There are no rigorous approaches for risk 
assessments and engineering designs that work for complex coupled processes like multi-phase 
flow, biogeochemical reactions, and geo-mechanical processes, which are needed for risk 
assessments and engineering designs on the target applications above. 

Because rigorous mathematical frameworks for up-scaling highly nonlinear processes are 
lacking, one potential approach is to conduct direct numerical simulations of pore-scale 
processes at critical spatial locations where high accuracy is required.  The severe computational 
burden of pore-scale simulation has limited the viability of this approach.  In practice, however, 
some type of coarsening (or up-scaling) of the detailed geologic model is usually performed 
before the model can be used to simulate complex displacement processes. 

Thus, the current state-of-the-art multi-scale/multi-physics simulation algorithms/techniques are 
not sufficient to construct a multi-scale framework that can be used to solve the degree of 
complexity encountered in coupled subsurface phenomena.  A recent National Science 
Foundation Blue Ribbon panel report (Oden et al. 2006) entitled Simulation-Based Engineering 
Science (SBES) states, “Researchers in the worldwide race toward miniaturization, nanoscience, 
molecular modeling of drugs and biological systems, advanced materials, and other applications, 
all of which involve events on atomistic and molecular levels, have run into a formidable 
roadblock: the tyranny of scales.”  In addition, the report’s finding is that “…formidable 
obstacles remain in linking highly disparate length and time scales and in bringing together the 
disciplines involved in researching simulation methods.” 

The advent of petascale computational resources opens the door to developing robust multi-scale 
frameworks whose need has long been recognized even in the context of classical subsurface 
science problems, despite being viewed as computationally infeasible.  The emergence of several 
challenging new application problems listed above, combined with the availability of modern 
state-of-the-art computational resources, makes PRD timely. 
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Computational Science Impact 

The principal impact of this research on computational science will be the development of 
scalable multi-scale/multi-physics algorithms on petascale computers that use novel approaches 
to load balancing, data communication across components, and dynamic/adaptive restructuring 
of computational grids and algorithms in response to time evolution of complex systems.  A 
critical outcome of developing accurate and robust multi-scale methods to simulate process 
coupling is the ability to identify how detail may be sacrificed in exchange for accurately 
simulating increasingly large systems. 

Subsurface Science Impact 

Advanced multi-scale computational methods on petascale computers will enable progress on 
two very challenging fronts of natural subsurface environments: 

• How is the interdependency between individual processes in complex assemblages expressed 
as macroscopic, system-level, observable phenomena? 

• Can detailed information about coupled processes at small scales be used as the basis for 
practical (i.e., simpler) and more accurate models of large-scale systems and the macroscopic 
parameters used to characterize them? 

Furthermore, computational simulations that have both resolution commensurate with the scale 
of study, and sufficient speed  to permit testing of competing hypotheses on experimental 
observations will lead to improved conceptual models of process coupling and quantitative 
predictions. This is an important step in bridging the gap between laboratory knowledge and 
field systems where such knowledge should be applied.  Building the scientific basis for 
commonly used parameters, and evaluating model parameters for different conditions are critical 
not only for advancing the subsurface science, but for providing the basis for policy and 
regulatory decisions. 

In summary, the potential impact of advanced computing on subsurface science can be profound.  
It is not a question of simulating subsurface environments in explicit detail at all scales, but 
rather understanding first how fundamental physical, chemical and biological processes are 
interdependent in complex porous media and how the interdependence is manifested for different 
rates of system perturbation.  Ultimately, we expect to test approaches for translating knowledge 
of coupled processes from the basic scales of coupling to simplified, but science-based, models 
applied to the larger scales of interest. 

TIME FRAME 
A three-year program, with first projects funded during FY08, would permit the development of 
an integrated, petascale data management toolkit for coupled data, driven by specific subsurface 
science applications and exhibiting complex workflows, including intelligent sensors, real-time 
visualization, and steering. 
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ABSTRACT 

Current capabilities for data management (i.e., acquisition, transport, storage, calibration, 
analysis, integration, and visualization) are inadequate for modeling and simulating complex, 
coupled, multi-scale subsurface processes.  As the processes requiring understanding and 
prediction become more complex, coupling of large-scale phenomena becomes more important 
and data management requirements become more challenging.  Because processor speeds are not 
increasing significantly, coupled subsurface computations will need to use more processes and 
data management tools that allow for effective use of many processors for coupled bio-, geo-, 
and chemical processes.  Adaptive decouplings within the code, to take advantage of weak 
physical couplings, or domain decomposition techniques will require very flexible, modular data 
management capabilities that currently are not available. 

EXECUTIVE SUMMARY 

For many years, the DOE has invested in subsurface computational research programs to exploit 
information technology to strengthen subsurface modeling and simulation technologies for 
solving major environmental problems.  With rapid advances in information technologies, and 
especially telecommunication technologies in the past decade, the new computational 
infrastructure that can be featured in petascle computing and multi-petabyte online storage is on 
the near-term horizon.  There is the need for the DOE to revisit the grand challenges in 
subsurface computational sciences to develop next-generation multi-physics subsurface 
simulation capabilities based on novel coupling/decoupling strategies combined with emerging 
discretization, gridding, and solver technologies that will fit into today’s computing environment. 

Subsurface geology exhibits multiple scales because of sequences of geological events that can 
create layers, fractures, cavities, caves, and faults at various length scales. Coupled subsurface 
phenomena among hydraulic, thermal, geo-mechanical, and biogeochemical processes are 
dominated by complex heterogeneities, multi-phases, multi-component flows, and interacting, 
scale-dependent processes.  Consequently, subsurface modeling and simulation exhibit 
extremely complicated computational challenges that can be characterized in the couplings 
among multiple physics as well as multiple scales behaviors. 

Data is at the center of subsurface computations.  Efficient and robust data handling and 
management is a critical requirement for these computations.  Subsurface data are in multiple 
scales with various formats and must be addressed and used dynamically.  Consequently, we 
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urgently need to develop an integrated petascale data management tool that can fully leverage the 
state-of-the-art computing environments and accommodate the needs in modeling complicated 
physical phenomena.  There are great challenges involved in developing effective and efficient 
data management tools for data acquisition, storage, querying/analysis, integration, and 
visualization. 

SUMMARY OF RESEARCH DIRECTION 

The goal for this PRD is to create integrated, petascale data management tools for coupled data.  
Advances in computational infrastructure, with petascale computing and multi-petabyte online 
storage on the near-term horizon, are needed to support simulating coupled processes on very 
large spatial and temporal scales.  The architectures and software tools for managing the 
requisite data and for choreographing the interactions between computation and data, however, 
are currently not available. 

The geological modeling process integrates available geological information, such as seismic 
data, well observation data, core samples, and basin simulation results, to construct a discrete 
model that describes the geological features of the area of interest.  Because of uncertainties in 
the subsurface, geological modeling is an evolving process that, over time, integrates newly 
available dynamic data such as production history data through wells or new interpretations of 
legacy datasets.  A team of experts in disciplines and, sometimes, in various geographic locations 
contribute to this modeling process.  The geological modeling process generally requires an 
integrated data center that has large storage capacity, efficient capabilities to manage and handle 
large datasets, and the flexibility to create and modify workflows.  

Once an adequate geological model has been developed, subsurface fluid flow modeling and 
simulation are performed on a reservoir model that, because of the limitation of computing 
power, is often an up-scaled geological model.  Generally subsurface fluid flow processes 
involve the flow of multi-phase, multi-component fluids that may be coupled with chemical, 
thermal, geo-mechanical, and biochemical phenomena.  These flow processes are also often 
dominated by complicated geological structures involving heterogeneities and scale-dependent 
phenomena.  Modeling and simulating such a complicated flow process generally involve large a 
system of nonlinear partial differential equations; the discretized form of the system involves 
many unknowns.  Numerical solutions of the resulting system require many iterations, and a 
large linear system must be solved for each iteration.  This modeling and simulation process is 
very computationally intense, involving constant interactions between computations and large 
datasets.  Huge mathematical challenges arise in solving these simulation problems, in terms of 
pre-conditioner technologies for linear solvers, domain decomposition technologies for the 
parallel computing environment, and new discretization technologies.  

Because all modeling and simulation processes are data and computationally intense, it is vital to 
create integrated petascale data management tools for coupled data.  Because of advances in 
computational infrastructure, with petascale computing and multi-petabyte online storage on the 
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near-term horizon, simulating coupled subsurface fluid flow processes on very large spatial and 
temporal scales is becoming attainable.  The architectures and software tools for managing the 
requisite data and for choreographing the interactions between computation and data, however, 
are not currently available. The major issues for developing such a data center are as follows: 

• Input datasets are huge, come from diverse sources in multiple formats, and must be ingested 
at various different (spatial and temporal) scales.  Typically, for example, input data are 
collected from different collaborators located in various geographic locations and may derive 
from field measurements, from laboratory measurements, or from the output of 
computational models.  In addition, because of the need for dynamic multi-scaling, it may 
not be fully known at the outset which datasets will need to be ingested. 

• Output datasets are similarly large and formatted for use by multiple different applications. It 
is also very common that an open-ended number of other collaborators or systems use the 
output data of one system. 

• During the coupled computation, large amounts of data will be transferred among the various 
computing elements engaged in the computation.  Again, because of the need for dynamic 
multi-scaling, the pattern and volumes of these transfers will not be know at the outset of the 
computation. 

• During the coupled computation, large checkpoint files will need to be written. 

• In addition to existing input datasets, real-time data from intelligent sensors will be important 
inputs to subsurface science computations.  These intelligent sensors, when combined with 
the dynamic data-driven application systems paradigm, make it possible to modify the 
configuration of the intelligent sensors during the course of the computation. (Douglas et al. 
2005) 

• It is particularly important for datasets used in subsurface science to be coordinated with 
accurate geographic information systems (GIS) information while modeling coupled 
surface/subsurface systems. 

For example, a geological model is usually based on an integration of all available geological 
information such as seismic data, production data, well log data, and rock and fluid data.  The 
resulting geologic models have hundreds of millions of elements with billions of unknowns.  
Another example is that the near real-time satellite imagery data collected/analyzed by the 
National Oceanic and Atmospheric Administration (NOAA) are widely used by scientific 
simulations systems in predicting precipitation and temperature, which are in turn used by other 
simulation systems (e.g., fire risk simulation and disease spreading simulation). 

This need for coupled computations to receive inputs from many different sources and to provide 
outputs to many different applications strengthens the need for data and metadata format 
standards.  One current example, relevant to coupled computations for subsurface science, is the 
current version of Hierarchical Data Format (HDF5).  Metadata for specific kinds of data 
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relevant to subsurface science is needed; for example, the Open Geospatial Consortium 
(www.opengeospatial.org) for a significant metadata initiative in a related field. 

Further, subsurface scientists need to be able to craft workflows that flexibly receive and store 
the data, pass it among elements of the workflow computation, and then store, visualize, and 
deliver the data to other applications.  In many cases, as shown in the early work on dynamic 
data-driven application systems, the workflow may become a “symbiotic feedback control 
system.” 

Aspects of subsurface science and of coupling intensify these problems, common in several 
fields of computational science of interest to SciDAC.  Subsurface science is heavily multi-scale 
and multi-phase (due, for example, to the radically different viscosities of oil, water, and gas, and 
to the radically different permeabilities of limestone, salt, and sand).  Coupling adds to this by 
requiring data relevant to several different phenomena to be brought together in a single 
computation, thus amplifying the volume and diversity of data to be ingested. 

Given these distributed, large-scale, near real-time data sharing/collaboration requirements, a 
common data collaboration platform is urgently needed.  This collaboration platform should 
provide integrative support for data management/sharing and for choreography among data 
assembly, computation, visualization, and the steering of computations and instrument 
configuration,  

In addition to software challenges, coupled subsurface computations are likely to need large 
primary memories (to deal with the large matrices common in these computations), interconnect 
fabrics capable of high-volume MPI calls, and very high throughput between/among processors, 
local disks/storage area networks (SANs), and wide area networks (WANs).  Similarly, these 
applications will challenge our abilities in scientific visualizations, including three-dimensional 
visualizations. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Figure 1 illustrates the data flow model in a typical scientific computing system. Data are 
collected from different locations and stored locally. The stored data are then integrated into 
formats that can be easily queried by local scientific modules which perform the various 
scientific analyses. The output of the analyses are then put back to the data store and made public 
to other researchers through the data publishing process. For reasons given below, this simple 
data flow model is inadequate for coupled subsurface systems. 

Data assembly challenges 

The objective of data assembly is to receive large amounts of data from distributed autonomous 
sources. The size of collected data can be daunting. For example, seismic data are generally in 
the terabytes for each seismic survey and the size of data can be grown very fast, especially in 
offshore explorations if on-site data processing permits. Typically, seismic data tapes are 
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transported to a centralize location because they are not very time sensitive and are very large for 
online transfer due to the limitation of bandwidth. These data sizes result in several very 
challenging tasks: 

 
Figure 1.   Simple View of the Typical Data Flow in a Scientific Computing System 

• How can the relevant systems receive such volumes over constrained WAN resources and 
with constrained disk and SAN resources? 

• How can the relevant systems manage and support the different formats of the data collected 
from various sources?  It is very difficult to automate the transformation between different 
data formats in an efficient manner, especially when the data size is significantly large. 

While in the simple model data are stored centrally, the data in modern subsurface systems come 
from multiple diverse sources, both as stored data collections and as real-time data from field and 
laboratory intelligent instruments. In these cases, on-the-fly or just-in-time data assembly are 
required.  There is no centralized data repository, but data are instead assembled (and formats are 
transformed) in real-time from the distributed sources when needed.  This strategy saves the cost 
for massive data storage and avoids some legal issues associated with the centralized storage of 
collected data.  Nonetheless, it requires common data and metadata to be (either automatically or 
manually) generated as an integration of the views of data on all distributed sources.  It remains a 
challenge to efficiently map between the common and local schemas of distributed sources, 
especially when such schemas change dynamically.  Data centers that adopt this strategy include 
the Geosciences Network (GEON), the Community Data Portal (CDP), and Google. 
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Interacting with intelligent sensors 

Several U.S. funding agencies are challenging the sensor community to redesign all sensors that 
were last overhauled in the 1960s.  The response is producing new sensors that contain 
processing capabilities, program memory, and flash memory in lieu of conventional hard drives. 
Many new sensors communicate using radio signals and can be reprogrammed and/or 
reconfigured in the field.  

The data center receives large amounts of data, which will come from new, smart sensors in 
short order.  As the data comes in and are filtered and processed, the sensors may need to be 
reconfigured by steering algorithms to provide different types, resolutions, and accuracies of 
data.  While there might be a human (aided by real-time visualizations) in the loop, automatic 
procedures need to be developed. 

These intelligent sensors are valuable to couple subsurface science because the performance of 
subsurface science computations depend on the effectiveness of domain decomposition in 
enabling parallelism.  The effectiveness of domain decomposition depends, in turn, on the 
richness and accuracy of input data. Intelligent sensors and the DDDAS techniques they enable 
help provide this rich accurate data. 

Data storage challenges 

The objective of data storage is to organize scientific data with different characteristics in a well-
disciplined physical structure, thus facilitating efficient data retrieval.  The exponential growth of 
storage requirement exceeds Moore's law, and is expected to continue in the future.  Given such 
unprecedented size of data storage, traditional file- or relational-database-based methods will not 
suffice.  Advanced scientific databases, such as statistical databases and data warehouses, are 
needed to support both regular queries on data records and also aggregate queries on the 
statistical properties of data.  Such databases need to support the highly heterogeneous and large 
datasets common in subsurface science. 

Data querying/analysis challenges 

The objective of data querying is to help scientists analyze/interpret data and discover useful 
knowledge.  The design of data analysis should provide analytical processing and knowledge 
discovery tools on large amounts of data.  A major challenge to prepare the backend data store 
structure (e.g., indexing, metadata indexing) is how to design its interface to maximize ease of 
use and power.  This may sound trivial, but considering the significant size of the data, how to 
find the subset of data of interest (which may still be of significant size) from this huge set itself 
is a difficult task, let alone the challenge in how to perform advanced analysis (e.g., from basic 
sorting and averaging to advanced analysis such as statistical distribution).  
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There are two kinds of design strategies for data analysis: 

• Online analytical processing.  This strategy generates analytical results on the stored data in 
response to user/application requests.  Because the results are generated on the fly, there is no 
need to store the generated results; thus, this strategy has less demand on storage.  However, 
because of the rigid online response time requirement, this strategy may not support many 
complicated analytical applications that are required by scientific data analysis. 

• Offline analysis of data.  Here, analyses are done periodically or automatically when the data 
repository changes (e.g., when new data records are received). 

Modules and data flows 

Because of the multi-physics, multi-scale nature of subsurface modeling and simulation 
processes, the proposed data management tools need to move large datasets efficiently and to 
have the flexibility to create and modify workflows that integrate several computational modules 
through the process.  To accommodate these requirements in subsurface applications, modern 
forms of modularization are needed.  These forms need to move beyond subroutine libraries as 
found in C++ and Fortran.  CASE (computer aided system engineering) tools in the business 
community, which recognize data flows between objects, support a much more adequate 
programming model.  The modules should accept data from the data center and return a data 
flow.  Figure 2 shows a workflow from SCIRun that, in some respects, illustrates these ideas.  

Filtering the data into a format that the module accepts is a necessary overhead that will be 
feasible using inexpensive, fast processors. 

Legacy codes provide one of the most significant places for improvement.  While legacy codes 
provide stability, they also contain long-time imbedded bugs and designs based on obsolete 
computer designs.  They are typically hard to maintain and require employees versed in archaic 
technologies.  Providing modules that can be updated and replaced over time as computer 
architectures and standards change will provide highly efficient computations for the computing 
platform and pay for itself over time.  To be fast, the modules will be architecture-dependent.  
Multiple modules that deal efficiently with different architectures should automatically be run by 
the data center (e.g., one for SMPs would differ from one for distributed memory systems or 
hybrid systems). 

A reliable, time-efficient, computation, not dependent on a historically used language is the goal. 
Using standards for data flow will allow field users to connect many different modules specific 
to possibly proprietary methods. 
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Figure 2.  Workflow from SCI Run 

Visualization and data analysis 

Research efforts in computational subsurface sciences and, in particular, modeling of carbon 
sequestration processes will require new tools for visualization and data analysis for both 
development and discovery.  Visualization and data analysis will help scientists and engineers 
predict the effectiveness of proposed algorithms, models, and sequestration sites, while assisting 
regulators in risk assessment and monitoring.  These new tools must support the exploration of 
large remote complex datasets produced by petascale computing resources.  Over the past two 
decades, both visualization and data analysis have been shown to enhance understanding of large 
complex data by reducing the dimensionality of the data. 

“Visualization researchers should collaborate closely with domain experts who have driving 
tasks in data-rich fields to produce tools and techniques that solve clear real-world needs.” [Chris 
Johnson, Universityof Utah] 

The availability of visualization and data analysis varies greatly across the subsurface science 
community.  Other than a few simple commercial (e.g., EarthVision) and proprietary products, 
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access is limited to general-purpose visualization and analysis open-source packages such as 
VTK, SCIRUN, VISIT, and PARAVIEW, which require a high level of expertise to use.  These 
general-purpose tools typically require extensive customization to be useful for this discipline.  
The subsurface science community requires a unique set of visualization tools tailored to their 
discipline and design to enhance usability with unique interfaces for domain experts, 
computational scientists, and regulators.  These domain experts demand tools that 
“automagically” detect, extract, and track the features of interest and present them in a consistent 
manner.  Figure 3 is an example of a visualization that is subsurface-specific (Johnson 2002, 
2006; Parker 2006; Weinstein 2005). 

 

Figure 3.  Subsurface-Specific Visualization Mapped onto Three-Dimensional Space 

Both model development and risk assessment will result in a number of simulations that require 
both comparative and uncertainty visualization techniques.  In Monte Carlo simulations, 
comparing the ensemble average to the extreme may provide insight.  The amount of uncertainty 
in the proposed research requires visualization to map uncertainty to simulation results.  

As computational subsurface science simulations increase in resolution, they will produce 
extremely large datasets.  Even if current post-processing tools were able to handle these 
datasets, the network and local storage would be pressed to accommodate them.  Therefore, 
large-scale and remote visualization and analysis tools that scale from the desktop to advanced 
immersive environments must be developed.  These tools should provide a fusion of 
visualization techniques for multi-field scalar, vector, tensor, and flow data. 

Finally, Geographic Information Systems are proving invaluable and must be integrated with 
visualization and data analysis tools. 
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Data standardization 

Coupled computations rely on data from diverse sources. Data translation into common formats, 
where possible, will reduce the programming workload for the scientist. Formats such as HDF5, 
along with relevant metadata, are needed for all inputs and outputs. Furthermore, standardizing 
computational modules and their interactions will streamline model implementation. 

Hardware implications 

The hardware used for HPC in the past five years has trended toward multicore processors, faster 
system buses, and faster cluster interconnect fabrics. This enables very high cluster processing 
capacity without marked increases in processor clock rates. This trend will likely continue; in 
effect each cluster node will be a respectable higher-end SMP system. Moore's law will continue 
to hold, but will result in greater parallelism (e.g., more cores per node and more nodes per 
cluster totaling several tens of thousands of cores per cluster) rather than in faster processors. 

Thus, greater performance will only be attained if greater concurrency can be achieved.  The 
coupling present in subsurface models, however, makes achieving this concurrency more 
difficult.  In part, this concurrency can be achieved through domain decomposition, but only if 
rich, accurate input data can be provided.  Concurrency can also be increased by using rich, 
accurate data and decoupled techniques in early iterations of model solution; fully coupled 
techniques can then be used more effectively in final stages of model solution. 

Taking these ideas together, Figure 4 shows a complex workflow, including intelligent sensors, 
real-time visualization, and steering, all critical elements of an integrated, petascale data 
management toolkit for coupled data. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Petascale data management arising from coupled processes will demand the emerging data-
intensive capability.  This is an indispensable paradigm shift for coupled subsurface sciences, 
with broader application to other scientific disciplines.  By removing effective data handling as a 
barrier to the implementation of large coupled simulations, computational science will be 
strengthened both as a field in itself and in its application to a number of increasingly data-
intensive applications.  As the number, size, and diversity of data collections ingested, used, and 
produced during coupled computations increases, the need for effective approaches to data 
quality assurance will be enhanced.  This will drive our need to verify and validate scientific 
datasets, to consolidate the data formats and metadata standards, and to visualize them 
effectively.  Further, it will improve our ability to apply unstructured grids in a variety of 
computational science application areas. 
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Figure 4.  Complex Data Flow with Intelligent Instruments and Steering 

POTENTIAL IMPACT ON SUBSURFACE SCIENCES 

Challenges such as contaminant transport, CO2 sequestration and nontraditional energy 
production demand effective coupled simulation.  The integration of dispersed data sources and 
the management of petascale datasets will enable coupled process simulation and the knowledge 
required by decision-makers.  Following are brief descriptions of the challenges facing DOE 
programmatic offices: 

• Challenges for EM are in subsurface transport, coupled biogeochemical processes, 
attenuation, stabilization, modes of release, risk assessment, and regulatory compliance.  All 
of these applications are extremely data intensive and require robust data management tools.  
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• Challenges for RW are siting, licensing, constructing, and operating high-level waste sites. 
The processes involved include infiltration of water, corrosion of materials, and coupled 
hydro-, thermo-, and geochemical processes.  Chemical transport in diverse media and long-
term uncertainty in the data greatly complicate the data management issues.  

• Challenges for FE include CO2 sequestration, oil shale and oil sands recovery, enhanced oil 
recovery, improved fossil energy utilization, and hydrogen production from fossil fuels. 

Because coupled processes are present in each application domain of importance to subsurface 
sciences, we must overcome the difficulties in treating enormous, disparate data structures that 
require adaptive access to metadata and powerful data retrieval capabilities.  Because the 
massive coupling of large processes generates enormous, dense matrices in simulation codes, the 
adaptive utilization of uncoupling processes for mildly coupled processes must be developed.  
The development of efficient, effective data management tools for large coupled processes will 
enable major advances in our modeling and prediction of subsurface processes, and will greatly 
assist in critical decision-making processes for the DOE. 

TIMEFRAME 

A three-year program, with first projects funded during FY 2008, would permit the development 
of an integrated, petascale data management toolkit for coupled data, driven by specific 
subsurface science applications and exhibiting complex workflows, including intelligent sensors, 
real-time visualization, and steering. 
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RESEARCH AT FUNDAMENTAL SCALES 
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MULTI-SCALE ANALYSIS  

Leonid Berlyand, Pennsylvania State University; W. Brent Lindquist, Stony Brook University;  
Konstantin Lipnikov, David Moulton, Los Alamos National Laboratory 

ABSTRACT 

Providing safe and reliable energy while protecting the quality of critical groundwater supplies 
requires significant improvements to uncertainty quantification in simulations of subsurface 
flow.  Specifically, experimental and field scale measurements have demonstrated that reactive 
processes at the pore scale may strongly affect long-range, even field-scale, contaminant 
transport.  While modeling efforts exist at specific fundamental scales, multi-scale techniques 
that accurately capture the influence of geochemical reactions over a range of strongly coupled, 
non-well separated scales is in its infancy.  Moreover, the required dynamic range of scales in 
both time and space is sufficiently large that fully resolved reaction simulations are unattainable.  
Combining the potential resolution and fidelity of direct numerical simulations made possible by 
Petascale computing with current experimental and modeling efforts will stimulate new 
computational and theoretical advances in multi-scale analysis.  These advances will play a 
critical role in conducting simulations with well characterized uncertainty which, in turn, will 
drive responsible policy decision and program development. 

EXECUTIVE SUMMARY 

The coupling of mathematical models between fundamental scales (i.e., atomistic, pore, 
laboratory, and field) plays a defining role in understanding subsurface phenomena related to 
aquifer management, waste clean-up, and CO2 sequestration.  Laboratory and field-scale 
measurements show that reactive processes at the pore scale may have significant impact on 
long-range contaminant transport.  For example, failed predictions of uranium removal by 
ambient groundwater flow at the 300 Area of the Hanford Site are increasingly thought to be a 
consequence of slow leaching at sub-millimeter length scales.  Existing theories and 
computational tools have limited capability to treat the extreme range of closely coupled time 
and length scales typically present in reactive transport.  New developments in multi-scale 
analysis are required to significantly reduce uncertainty in subsurface flow simulations.  Priority 
research directions must target the development of rigorous approaches for up-scaling in the 
presence of many spatial and temporal scales.  Application of such approaches to models of 
reactive transport with high reaction rates is of critical importance.  Progress in this direction will 
drive development in related areas:  1) up-scaling flow and non-reactive transport in disordered 
or random media; 2) down-scaling of coarse data used for site characterization; and 3) up-scaling 
over time scales.  The computational component of this research is critical and depends on 
petascale class computing to advance numerical methods and mathematical models at specific 
scales, facilitate bridging of neighboring scales through direct high-resolution simulations, and 
conduct large ensemble studies.  The synergy of these studies will provide the critically needed, 
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high-fidelity predictive simulations, with well characterized uncertainty, that are necessary for 
predicting accurate flow dynamics at the field scale. 

SUMMARY OF RESEARCH DIRECTION 

This PRD is focused on developing the mathematical and computational algorithms, heavily 
leveraged by petascale computing, that are required to understand and quantitatively predict the 
nature of up-scaling for geochemical reactions in subsurface flow. 

Why now? 

Petascale computing will facilitate direct numerical simulation (DNS) treatments over a small 
range of scales that will allow observation of certain critical  multi-scale phenomena (Figure 1).  
These benchmark computations will provide a basis for developing new computational and 
theoretical tools to bridge ranges of scales, ultimately up-scaling to the field scale. 

 

Figure 1. A pore level resolving, reactive lattice Boltzmann computation (involving two fluids 
and four reactant species) could simulate reactive flow and transport in a 1 cm3 
volume of 20 percent porosity media using 102 processors, assuming each processor 
had 1 GByte of independent memory.  To simulate 1 m3 of material would require 105 
processors (i.e. petascale computing ability).  Such volumes are approached by 
current laboratory-based experiments such as the depicted column experiment that 
provides detailed measurements of the release of U(VI) under controlled flow 
conditions. (Figure courtesy N. Qafoku and J. Zachara, PNNL). 
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The mathematical models are well understood for each fundamental scale; however, the link 
between the models and their parameters at different scales is missing.  Advances in applied 
analysis coupled to a significant increase in computational power will enable solution over many 
scales.  For example, recent development of regularity properties for partial differential equations  
(PDEs) with very rough coefficients (Cafarelli et al. 1996) and understanding of the connection 
between regularity of divergent and non-divergent PDEs allows one to deal with a large number 
of non-separated scales (Owhadi and Zhang 2007).  Other challenges involve the solution of 
hybrid systems of differential equations and computational approaches to stochastic equations 
(SCaLeS 2004, pg. 49).  Recent developments of the discrete network approximation (Borcea 
and Papanicolaou 1998; Berlyand and Kolpakov 2001) and the heterogeneous multi-scale 
methods (HMM) method (E and Engquist 2002) may provide a basis for addressing these 
challenges.  

Efficient progress on reaction scale-up cannot exist as an isolated effort.  However a focus on 
scaling in a research effort combined with other fundamental scale PRDs (identified below) is 
necessary to provide significant progress. 

Why reactions? 

Up-scaling analysis for reactions is relatively unexplored.  Historically the scaling problem for 
reactions has been viewed as secondary to the more immediate problem of up-scaling flow.  
While there are still many unanswered questions in flow up-scaling, we have clearly  reached the 
point where accurate characterization of reaction up-scaling is critical to both short and long time 
prediction capabilities required for expanding missions of DOE (e.g., CO2 sequestration, aquifer 
management) and for improvement in continuing missions (e.g., waste clean-up, surface water 
contamination). 

The reaction challenge “in a nutshell” 

Up-scaling of reactions must deal with problem of up-scaling across an extreme range of scales, 
both spatial and temporal, that may not be well separated.  This is complicated by the potentially 
large number of reactive species that may be involved, and hence a large increase in the number 
of equations that must be modeled. 

The research direction 

The proposed research direction encompasses three categories:  A) computational, B) 
mathematical, and C) coordination with other PRDs. 

A.1. Different numerical models, tuned for computations at specific fundamental scales, 
currently exist.  Thus, effective scaling over a range of fundamental scales can be 
approached through coupling such models.  An example would be lattice-Boltzmann 
computations feeding accurate, computed, pore-scale parameter information into a 
network flow model that, in turn, feeds computed core-scale parameter information into a 
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continuum-scale model.  This direction requires an understanding of accurate 
“information passing” (Fish 2006) from one model to the next (i.e., from one scale to the 
next). 

A.2. Development of efficient means for solving very large systems of equations on high-
performance computers.  New adaptive hierarchical and multilevel methods are critical, 
as these play two important roles:  1) as efficient scalable solvers at a particular scale and 
2) as providing discrete up-scaling methodologies and insight into phenomenological 
continuum models. 

A.3. Development of discrete network and hybrid (discrete/continuum) models for continuum 
problems with many scales. 

A.4. Development of “adaptive up-scaling” techniques (local up-scaling, model hybridization) 
for performing reaction up-scaling variably over the domain of computation (resolve fine 
scales locally). 

B.1. Development of mathematical up-scaling/down-scaling techniques in the presence of 
large number of spatial and temporal scales which may not be well separated. 

B.2. Development of mathematical techniques for analysis of uncertainty propagation and 
quantification in new multi-scale methods. 

C.1. Coordination of effort with, and adoption of methods proposed by, the PRD entitled 
“Computational Model of Critical Processes at Fundamental Scales.”  This PRD will 
focus on the nanometer, colloidal, and pore scales.  The first two of these length scales 
typically need not be considered in scale-up of non-reactive flows. 

C.2. Coordination of effort with, and use of the developments to validate scaling between 
neighboring length scales proposed by, the PRD: “Highly-resolved numerical testbeds for 
evaluation of upscaled models”. Such testbeds are critical for validating the accuracy of 
scaleup between “neighboring scales”. 

C.3. Coordination of effort with, and use of methods proposed by, the PRD entitled “Efficient 
Bridging of Time Scales.”  This PRD proposes to address fast solvers, techniques for 
handling rare events, and parallel-in-time algorithms. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

We briefly summarize the current state of the art from both mathematical and computational 
perspectives.  In general, scale-up studies have concentrated on flow, addressing scale-up of 
absolute permeability (Neuman 1994; Christie 1996; Durlofsky et al. 1997), relative permeability 
(Christie 1996; Durlofsky 1998; Wallstrom et al. 1999), and transport of conservative tracers 
(dispersivity) (Furtado et al. 1991; Glimm et al. 1992; 1993; Glimm and Lindquist 1992; 
Neuman 1990; Neuman and Zhang 1990; Zhang 1995).  Only relatively recently has scale-up of 
reactive transport been considered (Knauss et al. 2005; Li et al. 2006; Kang et al. 2006).  Results 
from such studies indicate the importance of the rate of transport of reacting species.  If reaction 
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rates are sufficiently slow (i.e., no concentration gradients exist in individual pore) than up-
scaling formulations based on volume averaging are adequate (Kang et al. 2006).  However, if 
reaction rates are higher, reaction rate up-scaling becomes velocity dependent (Li et al. 2006).  
This transport rate effect has recently been nicely demonstrated (Knauss et al. 2005) in the 
interplay between diffusion and transport processes in the modeling of reactive transport in 
columns. 

Mathematically, over 30 years of research (Bensouassan et al. 1978; Jikov et al. 1994; 
Cioranescu and Donato 1999) has provided a clear understanding of how to perform scale-up for 
processes in periodic geometry that involve two well-separated length scales.  The results are 
applicable for uncoupled phenomena.  Removal of restriction, periodicity, or well-separated 
length scales invalidates the conclusions of the mathematical approach.  Non-periodic geometries 
have been addressed in recent work (Caffarelli et al. 2005; Torquato 2002; Berlyand and 
Khruslov 2004).  There have been select works that consider scale up of coupled processes 
(Gibiansky and Torquato 1998). The theoretical work (Glimm and Lindquist 1992; Neuman 
1990; Neuman and Zhang 1990; Zhang 1995) tackling scale-up of the transport of a conservative 
tracer through a permeability field involving a continuum of interacting length scales illustrates 
the difficulty of dealing with non-well separated scales.  This body of work, which uses a 
perturbation expansion approach, involves an infinite collection of averages of correlation 
coefficients.  Working with the theory involves closure assumptions to truncate the expansion at 
a usable, low-order.  Verification of the closure assumptions is usually experimentally 
intractable. 

Most geologic systems are not periodic (disordered or random) and typically have many, non-
well-separated scales (i.e., long spatial correlations).  The question of scaling the parameters of 
the model vs. scaling the form of the model itself must be addressed.  The question of parameter 
vs. form scaling is intimately connected with the question of what minimal information 
(parameter, phenomenological, solution) at one scale must be carried to the next scale (i.e., 
appropriate definition of averages); however, this latter question has never been systematically 
addressed. 

Computationally, scale-up studies have largely been performed in idealized model geometries.  
Many of the studies are “one-off,” involving a single geometry (or one that can be parametrically 
varied). The length scale range of these studies are typically restricted (e.g., pore to core, core to 
mesh block, mesh block to field) by computational resources (i.e., effective mesh size).  The 
computational limitations to mesh block size have been the motivation for targeted development 
of numerical techniques to address scale-up (Aranson and Tsimring 2006; Arbogast 2002; Chen 
et al. 2003; Durlofsky 2002; Efendiev et al. 2004; Engquist 2005; Fish 2006; Hou and Wu 1997; 
MacLachlan and Moulton 2006; Tadmor et al. 1996; Wallstrom et al. 2002). 
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The computational challenge driving up-scaling work is that the DNS approach requires 
unreasonable computation resources.1  Up-scaling produces additional model complexity; the 
fundamental scale DNS model is usually simpler (e.g., the grid for the up-scaled model may 
require feature alignment and tensor parameterization rather than scalar parameterization). Thus, 
the up-scaled model typically trades complexity in terms of constitutive equations for fewer 
degrees of freedom.  Thus, questions concerning optimal hardware architecture and conceptual 
and algorithmic complexity for high-performance computing must be addressed.  In addition, 
robust optimization methods and efficient solvers are needed.  Order of accuracy and important 
physical properties, such as positivity of the solution, are issues that must be addressed in the up-
scaled models. 

Up-scaled models must be calibrated to ensure that major features of the fine scales have been 
retained.  The accuracy (i.e., error estimates) of the up-scaled models needs to be developed for 
the technique to have practical use (Wallstrom et al. 1999).  To establish error estimates, it will 
be necessary to run ensembles of statistically equivalent realizations of the model.  This 
additional burden scales linearly with the number of realizations.  As errors ideally (large n limit) 
decrease as the square-root of the size of the ensemble, the computational burden associated with 
ensemble computation is effectively 4n (i.e., halving the error requires n → 4n). 

In this general discussion of challenges, it is important to note that down-scaling (the inverse 
problem to up-scaling in which information from coarse scales is used to recover fine scale data), 
which is used for site characterization, is not decoupled from up-scaling, as solution of the down-
scaling problem usually involves iterative solution of a very coarse, up-scaled (forward) model. 
The forward model is usually expensive to compute, and the domain required for 
characterization is typically physically large.  Thus, synergy between down- and up-scaling is 
critical for reducing uncertainty in site parameter value assignment and in guiding the decisions 
for additional data acquisition. Down-scaling has the additional, well-recognized challenge of 
being an ill-posed problem (Cherkaev 2001).2  

The challenges listed above are common to all up-scaling.  However, scaling of reactive 
transport brings the following new challenges: 

• Both time and length up-scaling must be considered. 

• The range of length scales must be extended.  While flow and non-reactive transport 
typically involves scaling from pore (10-6 m) to field (105 m) scales, reactive transport 
involves reactions (bulk and surface) that extend length scales down to (10-8 m). 

                                                 
1 Using a lattice Boltzmann computation that fully resolves at the pore scale for a CO2 sequestration simulation in a 
storage basin of volume of  5·108 m3 having 20percent porosity, assuming two fluid phases and only a few reacting 
species, would require 1015 processors, assuming each processor had 1 GByte of independent accessible memory.  
Total CPU time needed to address policy related questions that would cover 100 years (3 x 109 sec) of storage time 
is difficult to estimate—estimates vary from an optimistic one-year to more pessimistic CPU times. 
2 Here “ill-posed” refers to lack of a unique solution. 
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• The time scales involved are even longer (10-12 s to 1012 s for CO2 sequestration) than the 
range of length scales. 

• Up-scaling over time is inherently a one-dimensional problem and is not amenable to the 
same distribution-over-processors techniques as are used in spatial decomposition techniques 
for handling spatial scales.  Promising work in this area includes van Lent and Vandewalle 
(2002) and Griebel et al. (2002). 

• The inclusion of reactions can significantly increase the number of equations (corresponding 
to the number of chemical species that must be reacted/transported) that must be solved. 
Thus reaction modeling (even without up-scaling) places heavy need on efficient ways to 
solve very large systems of equations on high-performance computers. 

While the challenges for reaction up-scaling are prodigious, as stated in the previous section, we 
have clearly reached the point where advances in reaction up-scaling are required for the 
expanding missions of the DOE.  To achieve maximum gain from an effort to develop reactive 
up-scaling techniques, the effort should be coordinated with three of the other Fundamental Scale 
PRDs:  1) “Computational Models of Critical Processes at Fundamental Scales,” 2) “Highly 
Resolved Numerical Testbeds for Evaluation of Upscaled Models,” and “Efficient Bridging of 
Time Scales”. 

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

As related in the previous section, past efforts to understand scale-up of flow and transport have 
resulted in the development of theoretical tools and computational methods to incorporate small 
scale effects on coarsened grid computations.  To date, the effort in scale-up for reactions has 
been small in comparison.  It can clearly be expected that new theories and computational tools 
for treating non-periodic, multiple, non-separated time and length scales will emerge from a 
concentrated effort in up-scaling of reactions. 

Efforts for up-scaling of both reactive and non-reactive transport will benefit from high-
performance computing (reactive transport more so because of the extra range of length scales 
and the coupling to the extreme range of time scales).  Past work (Wallstrom et al. 1999; Furtado 
et al. 1991; Glimm et al. 1992) has pointed to the clear need for ensemble computation to set 
realistic error estimates.  The need for local refinement of length (Durlofsky et al. 1997) and, 
undoubtedly, time scales will also benefit from utilization of highly parallel computing 
platforms.1 

                                                 
1 The question of the number of realizations required for an ensemble computation is not easily answered; the 
answer depending critically on what variable is to be predicted, the size of the sample space (number of variables to 
be sampled), and the quality of the data (hard vs. soft data).  For two-dimensional computations of oil production 
rate, 50 to 100 realizations were used to investigate scale up from 100 x 100 to 10x10 grids (Glimm et al. 2001); 
while for three-dimensional network flow (pore to core scale) computations for residual saturations in two-phase 
flow, 104 realizations were employed (Sok et al. 2002) 
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Understanding and quantifying the limits in atomistic-to-continuum coupling is a critical 
component in computational materials science and other applications of interest to SC.  Multi-
scale methods and techniques of up-scaling in subsurface problems will be used in error, 
stability, convergence analysis, and uncertainty quantification of coupling atomistic and 
continuum models. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

DOE’s interest in subsurface sciences can be summarized as directed to the improved ability to 
meet the energy demands of the nation while providing the necessary protection of our 
environment and water resources.  Many of these expanding and continuing DOE missions 
involve subsurface flow and transport.  Improved understanding of up-scaling of reactive 
transport is essential for providing the ability for quantitative prediction at field scales.  As a 
specific example, consider the effects on CO2 sequestration modeling.  Mineralization reactions 
are critical to understanding the long-term viability of CO2 sequestration.  These reactions 
influence 1) pH buffering of formation acidity, 2) changes in porosity and permeability, and 3) 
sequestration capacity.  The extent to which these reactions are expected to occur in the time 
scales relevant for carbon sequestration is poorly understood because of uncertainties in reaction 
kinetics in porous media.  First, the slow rates of these reactions preclude short-term laboratory 
study.  To study such reactions in the laboratory, geochemists usually resort to idealized mineral 
systems that eliminate the porous media effects that limit reaction rates.  Second, laboratory 
studies can accurately measure reaction rates only at very small spatial scales.  To describe 
reaction kinetics in potential storage basins, hydrogeologists require reaction rates at scales that 
are consistent with their models. 

Improvements in understanding of reaction scale-up will have beneficial coupling effects to 
experimental programs.  Such improvement will allow better use of experimental data.  
Conversely, parameters from properly up-scaled models will have greater physical relevance 
and, thus, will be “easier” to measure experimentally. 

TIME FRAME 

With a targeted call for proposals, one could expect significant progress to be achieved in two 
funding periods (6 years). 
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EFFICIENT BRIDGING OF TIME SCALES 

Bjorn Engquist, UT-Austin; Max Gunzburger, Florida State; John Weare, UCSD; Eric Bylaska, 
PNNL  

ABSTRACT 

The wide scope of temporal scales in subsurface science, ranging from tenths of picosecond 
motions of atoms in formation fluids and minerals to geological scales in millions of years, poses 
an even larger computational challenge then does the large range of spatial scales.  The focus of 
this PRD is the development of innovative computational techniques for incorporating 
phenomena on fundamental time and spatial scales into models that are relevant on field scales.  

EXECUTIVE SUMMARY 

A major obstacle for accurate predictability from simulations in subsurface science is the wide 
range of temporal scales.  The range of scales spans many orders of magnitude from atomistic 
motion and reactions to geological time scales.  Advancement of the state of the art of 
computational methods in subsurface science, as described by the examples given in this PRD, 
will require interaction between applied mathematicians, computational scientists and applied 
scientists.  

Improvement of fast solvers on fundamental scales is necessary.  The fundamental algorithms of 
atomistic modeling need to be improved to provide accurate solutions of the electronic 
Schrödinger equation on the basis of new algorithms that will take full advantage of modern 
computer architecture.  New techniques are required for the prediction of the rare events that 
represent abrupt qualitative changes in the system (e.g., chemical reactions).  At atomistic scales, 
the goal is to extend the time that can be accurately simulated.  Rare event methodologies would 
also apply to other relevant time scales.  Coupled multi-scale methods are also important.  
Recent developments have introduced new paradigms for on-the-fly coupling of, for example, 
atomistic and continuum models in the same simulation.  Subsurface simulation is an ideal 
environment to develop these paradigms into concrete algorithms.  One example is mapping of 
first-principle-based (i.e., calculated from the electronic Schrödinger equation) interactions and 
dynamics to adaptive effective potentials to be used in a larger time scale Molecular Dynamics 
simulation.  Another example is the use of pore-scale network models to dynamically generate 
parameters for a Darcy type simulation.  The impact of massively parallel computing on 
simulation fidelity has been fundamental.  Parallelization by spatial domain decomposition is 
standard.  Parallelization in the time dimension is much harder.  A few new technologies have 
been introduced.  It will be advantageous to adapt these parallel-in-time algorithms to the 
modeling subsurface processes and apply them, for example, to pore-scale flow simulations 
where friction and dissipation are present.  Success on these projects would make it possible to 
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Figure 1: Atomically resolved 
STM image (20 × 20 nm) of 
hematite (001) collected in air 
showing “triplet” Fe clusters 
on the surface. 

fully take advantage of future generation computer architectures for the reliable simulation of 
essential subsurface processes. 

SUMMARY OF RESEARCH DIRECTION 

Fast solvers on fundamental scales 

In heterogeneous subsurface sediments, the reactive transport of metals ions (e.g., Na+, Sr2+, 
Cs2+), anions (e.g., Cl-, NO3

-, CO3
2-), metal oxyanions (e.g., Cr(VI), U(VI), Tc(VII)), organic 

solvents (e.g., CCl4, TCE, TCP), and noncondensible gases (e.g., CO2, O2, N2) are controlled by 
processes occurring across a range of spatial and time scales.  Key microscopic (pore) scale 
processes include sorption, dissolution-precipitation, heterogeneous and/or homogenous 
reduction of oxides and aqua ions by Fe(II) and Cr(III), oxidation by Mn(III/IV) oxides, and 
mass transfer processes.  Beyond the fundamental scale, key physical and chemical heterogeneity 
processes include hydraulic conductivity and pore sizes, the type and distribution of reactive 
minerals, and the location and mineralogical residence of the species.   

Many of the microscopic (pore) scale processes that occur in the subsurface occur on time and 
length scales related to the atomic structure of the system (e.g., time scales of 0.1 to 100 ps and 
space scales of 100s of Ǻ), but are observed in the subsurface on much larger time and length 
scales (e.g., minutes to 10s of years and inches to miles).  Whereas there is significant averaging 
involved in reducing the dimensionality and coarsening time resolution in these problems, the 
specificity of the atomic level chemistry is essential to predicting the behavior of the system at 
the larger scales.  The computational challenge of the simulation of such systems is to predict 
their behavior for very large spatial and temporal scales while retaining information from the 
atomic level.   

Additional motivation for the development of methods that can 
up-scale atomic behavior to the macroscopic level is provided 
by the recent extensive investment of the DOE in large-scale 
facilities such as the synchrotron light sources. These new 
probes such as, x-ray and neutron scattering, time resolved 
spectroscopy, STM, etc., (see for example Figure 1) yield 
atomic-level information of unprecedented detail about 
important subsurface behaviors such as the distribution and 
reactions of species at mineral surfaces and the structure and 
stability of toxic and radioactive solutes in solution.  However, 
without appropriate theoretical and computational advances, 
this new understanding of atomic-level chemistry cannot easily 
be translated to observations at larger scales.  To fully realize 
the potential of these advanced experiments in the analysis of 
practical level environmental and energy problems, new 
theoretical and computational tools are required that can span 
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the atomic space and time scales and extrapolate these atomic scale measurements to the much 
larger time and length scales for environmental applications.  

At the atomic/molecular scale, the forces between atoms reflect complex many-body effects 
(e.g., bond breaking and formation and electron transfer leading to redox phenomena).  To 
reliably capture these effects in a predictive theory, it is necessary calculate interactions reliably. 
If bonds are not being made or broken then classical force fields can provide insight into many 
types of phenomena given the constraint that they are properly parameterized.  To treat bond 
making and breaking and electron transfer, one must use a first-principles-theory based method 
that solves the electronic Schrödinger equation as accurately as possible given the available 
computational resources.  The dynamics on the time scale of molecular motion (a few 
picoseconds) can be solved by using classical molecular dynamics or quantum dynamics.  We 
note that we have separated the problem of nuclear motion from the electronic motion.  The 
dynamics of the system can be simulated either by using quantum mechanical potential 
evaluations to develop analytical interaction potentials (including potentials adaptively refined 
on the fly [Csanyi, 2004, Rasamny, 1998]) or by the use of first principles force calculations on 
the fly in a dynamical algorithm (ab initio Molecular Dynamics, AIMD [Car 1985]).  The 
systems of interest are often defected on an atomic scale as is illustrated in Figure 1.  Large 
numbers of atoms are, therefore, required to accurately represent the structural features (isolated 
defects, grain boundaries, etc.).  For problems in which the atomic level chemistry is essential to 
the interpretation of a macroscopic process, the reliable prediction of the chemistry at the 
molecular scale will dominate the simulation even if an efficient method to upscale the 
calculation to the macroscopic level is available.  

Currently, there are two approaches to the reliable prediction of electronic structure:   
1) molecular orbital (MO) theory and density functional theory (DFT).  MO theory has the nice 
property that one can attain an exact solution by improving the approximations to the solution 
but at great computational cost.  In addition, high-level MO methods require substantial memory 
and disk storage, which is not available on current and planned high end computer architectures. 
DFT on the other hand is more efficient and gives high quality results for reasonable 
computational cost but currently one does not know a priori how to improve the exchange-
correlation functional to get the exact solution.  DFT is the most used approximation to the 
electronic Schrödinger equation for large systems.  While DFT provides a computationally 
practical approximation for many applications, there are two major bottlenecks to its application 
to a much wider class of problems at the fundamental scale (Valiev 2002; Marx 2000): 

• The DFT level of approximation is not sufficiently accurate to treat many materials problems 
(e.g., energies in transition and actinide elements and long range van der Waals forces).  

• The scaling of existing solution methods is not sufficient to exploit the performance of the 
next generation parallel computers (10s to 100s of thousands of processors) although 
preliminary results exhibit good scaling.  
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There is a real need to improve the exchange-correlation functional in DFT approaches to treat 
for example metals and metal oxides with highly localized d and f electrons in their valence 
shells for predicting the transport of toxic and ore forming metal ions in ground waters.  
Examples of improved DFT approaches which include electron exchange in a self consistent way 
(e.g., exact exchange, self interaction correction [SIC], LDA+U) provide at least semi-
quantitative accuracy and relatively high efficiency (Kudin 2002; Kulin, 2006).  An example of 
the effect of exchange on electron localization in a mineral system is given in Figure 2.  In this 
problem, DFT calculations (left side of 
Figure 2) yield a completely delocalized 
spin density in contrast to the predictions 
of an exchange localized spin density 
when self-interactions are taken into 
account (right side of  Figure 2).  
Scalable algorithms that include exact 
exchange need to be developed for first 
principle dynamics. 

A more difficult problem with the DFT method is that long range non-bonded (van der Waals) 
interactions are not included formally in the theory.  These interactions dominate many problems 
of interest to subsurface modeling.  The inclusion of exchange is not sufficient to improve the 
accuracy.  This problem can be treated by using a high accuracy MO-based methods (e.g., MP2, 
or CCSD(T) [Bartlett 2005] or Quantum Monte Carlo methods [Grossman 2002, 2005]), but 
these methods are currently too costly.  However, new techniques may broaden their applications 
to much more complex systems (Kowalski 2005, 2006). A critical issue is to develop new 
functionals that can be used to predict long-range interactions in a computational efficient 
manner.  

Significant improvements in algorithm performance, scalability, and implementation are required 
to treat the important applications using any of these approaches.  For example, currently an  
ab initio Molecular Dynamics simulation of 128 water molecules for 0.1 ps requires about  
1000 CPU hours and a 30 ps simulation takes about 34 CPU years on a single CPU.  The 
projected size of the next generation supercomputers (10,000 to 100,000 processors) suggests 
that simulation times and particle size limitations may be overcome by brute force increases in 
computer size.  However, available implementations of present methods do not scale much 
beyond 1000 processors although recent reports of 10 Tflop scaling using cpmd have been 
reported.  The question of proper approximation both in terms of discretization as well as the 
(separate) questions of proper choice of iterative methods needs to be addressed.  More efficient 
and/or better scaling methods could be based on the use of completely unstructured simplex 
finite element (Bank 2003) or wavelet techniques (Harrison 2004), built adaptively using a 
multilevel solve-estimate-refine iteration.  A substantial problem is the scaling of the 
parallelization of the fast Fourier transform (FFT) method critical to solving the electronic 
motion problem with plane wave DFT.  Currently, this does not scale well to very large number 
of processors hampering advances in this area. 

Figure 2: Spin density of the octahedral layer of annite 
with a hole using DFT and DFT +exact exchange (Eric 
Bylaska, PNNL).
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New techniques for rare events 

The time scales for many subsurface processes of interest are on the several hundred picosecond 
level or much longer so even with major improvements in performance from the development of 
scaleable AIMD algorithms on very large computers may not address these problems.  The time 
scale issue is extremely important as we do not currently have the techniques available to 
appropriately sample all of the important regions of phase space necessary to sample long time 
trajectories or rare events.  This is relevant to being able to predict reactivity and to be able to 
predict the properties of complex couple systems.  One effective approach to extend time scales 
while retaining an atomistic level of description is to introduce rare event methods.  In these 
approaches, it is presumed that the important changes in the system are dominated by the rare 
occurrence of single concerted events (e.g., chemical reactions).  For chemical systems these 
events usually arise from the abrupt transition form one local minimum on the free energy 
surface to another separated by a barrier.  An example of such a reaction is given in Figure 3, 
which shows the exchange of a water molecule in the first hydration shell of a Ca2+ ion in 
solution with one in the second shell (note, the reactant, transition state, and product state are 
illustrated on the left; particle trajectories are illustrated on the right).  For this system, this is a 
fairly fast reaction on the order of 40ps.  It is useful to note that no electron pairs have been 
broken so this is a simpler reaction than many other important ones.  For other ions, such as Al3+, 
the same reaction may take on the order of minutes.  Tools are needed to estimate the likelihood 
of these rare events and their importance in the long time dynamics of the system.  An example 
of a coupling approach is the kinetic Monte Carlo method.   

There are a number of ways to search for rare events; however, most of these have been designed 
for problems with only a few degrees of freedom.  To find the effective transition mechanism, 
one needs to average out the effects of the medium as well as thermal noise.  One class of 
methods accelerates or makes more efficient the exploration of phase space either by using 
higher temperature dynamics or by modifying the energy landscape so that rare event become 
more probable (Iannuzzi 2003; Sorenson, 2000).  This class of methods has the advantage that 
the local minimum in the system do not have to be determined before the search starts.  In 
another class of methods, it is presumed that the local minima are known (very often this is the 
case in chemical reactions with known mechanisms), and the focus of the method is on 
determining the barrier to transition.  There are several methods for doing this; for example, the 
nudged elastic band (NEB) method (Henkelman, 2000), which works well for systems with a 

 
Figure 3.  Water Exchange in the Hydration Shell of Ca2++64H2O First Principle Simulations  

(John Weare, University of California, San Diego) 
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few degrees of freedom.  However, in systems with many degrees a method of averaging out 
unimportant degrees of freedom is necessary.  New methods need to be developed that search for 
reaction pathways, including minima in noisy, many-dimensional environments.  An example of 
such a method combines minimum free energy path finding and sampling to average out the 
environmental noise (Weinan 2005). 

Coupled multi-scale methods 

In this class of methods, models for different temporal and spatial scales as well as different 
physical processes are coupled in the same simulation.  A traditional version is heterogeneous 
domain decomposition (Quateroni 1999) in which different models are applied in different 
spatial domains (type A problems in [Engquist 2003]).  There are some natural applications of 
this approach to subsurface science.  One example is chemically active surfaces.  Adequate 
modeling of a surface, interface or contact line in porous media flow is typically different from 
models in the bulk.  Another example on a larger scale is the behavior of a geological repository 
for radioactive waste.  Different physical phenomena are prominent in the casing, near the casing 
and in the far field.  In this context, new and robust numerical methods for the interface 
conditions or the so-called handshake domains between the different models need to be 
developed.  Even more important is the coupling between models for different scales or different 
physics within the same spatial domain (type B in [Engquist 2003]).  For this class of methods, it 
is possible to incorporate effects of temporal processes of very fast scales at a computational 
cost, which is related to the one for the modeling of a much slower process.  Examples include 
the quasi-continuum method (Miller 2002, the heterogeneous multi-scale method (Engquist 
2003), and the projective integration technique (Kevrekidis 2003).  The heterogeneous multi-
scale method is a framework for derivation and analysis of multi-scale methods that should apply 
very well to subsurface sciences. 

One example is the coupling of networks on the pore scale with the larger scale a Darcy type 
flow model.  Effective parameters that are needed in the Darcy law simulation can locally be 
calculated on the fly by network simulations that are local in time and space.  New coupling 
operators for these processes need to be developed.  In this way, the higher fidelity of network 
models should be available at a computational cost that is closer to the cost for the macro-scale 
simulation.  Because the micro-scale modeling is performed locally in time and space, this 
procedure is very well suited for massively parallel architectures. 

Parallel-in time algorithms 

There has been much progress in the field of parallel large-scale simulations with respect to 
spatial domains based on domain decomposition.  For temporal domains, significantly less 
progress has been made.  However, there have been some attempts at developments of 
algorithms that effect parallelization in time.  Currently, the parareal algorithm (Lions 2001) is 
the most commonly used methodology for this purpose.  It has been applied to problems posed 
on very disparate time scales (e.g., the Navier-Stokes equations [Fischer 2003], reservoir 
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simulation [Garrido 2007], financial modeling [Bal 2002], and molecular dynamics [Baffico 
2002]).  The algorithm has the flavor of a multiple shooting method.  A coarse time step is used 
to integrate a system in time.  The coarse grid solution is used to define initial conditions for fine 
time-step integration within each coarse grid solution, and then a coarse grid correction is 
effected.  This process is repeated to define an iterative method.  All fine-time step calculations 
are done in parallel.  The algorithm terminates in a finite number of steps roughly equal to the 
number of coarse time intervals, but for some problems (e.g., dissipative differential equations) 
accurate solutions can be obtained in much less iterations.  If the ratio of the coarse and fine time 
steps is large enough, it is possible that the algorithm results in savings even if it proceeds to 
termination.  There are many opportunities in subsurface science for the application of the 
parareal concept.  Certainly, at the Darcy time scale, it should perform well as it has for the 
parabolic test problems for which it was designed (Lions 2001).  At the pore level, where the 
Stokes or Navier-Stokes equations must be solved, it should also apply.  However, the extension 
to the much more complex setting encountered in subsurface science will require intensive 
research as one must deal with highly heterogeneous environments, multiple phases and complex 
geometries. 

The parareal algorithm lends itself very well to multi-scale coupling applications involving 
different models. There is no reason that in the algorithm, the model used for fine-scale temporal 
integration has to be the same as that used at the coarse scale.  Thus, for example, one could use 
a model at the pore scale for small-time-step integrations, and then use a Darcy model for the 
coarse grid corrections.  The parareal algorithm may also be useful at other scales below and 
above the pore and Darcy scales (e.g., coupling Darcy models to diurnal and seasonal models). 

Parallelization in time is inherently difficult but could have a very high payoff for subsurface 
science problems in the environment of massively parallel computer architecture.  For problems 
solved at a single time scale and in settings involving Darcy and Navier-Stokes equations, 
substantial savings are possible.  This may also hold in other settings over very disparate time 
scales.  For coupled multi-scale applications, the payoff may be even greater. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

The wide range of temporal scales of all processes in subsurface science poses an even larger 
computational challenge then does the range of spatial scales.  One reason is that the range is 
larger from picosecond motions of atoms in chemical reactions to geological scales in million of 
years.  The other problem is the inherent difficulty of parallelization resulting from causality. 
The computing time typically scales linearly with processor speed rather than number of 
processors.  The overarching goal for research in this area is the derivation of models and 
algorithms that describe macro-scale phenomena and include important atomistic or other micro-
scale processes at the larger scale.  
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Research efforts in this area would replace current different ad hoc techniques by methods more 
based on first principles in subsurface modeling problems.  This paradigm will be applicable in 
many other application areas with multi-scale challenges.  These new classes of computational 
techniques will benefit from new massively parallel architectures.  The computational parallel-
in-time algorithms that are based on iterative and non-homogeneous time stepping will be useful 
in subsurface modeling and beyond.  

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

The development of highly parallel/highly scalable simulation methods is a critical need in 
essentially all applications of simulation to complex grand challenge problems in areas such as 
toxic waste containment, CO2 sequestration, high-performance material synthesis, and energy 
efficient catalysis.  Progress in bridging temporal scales will substantially improve predictability 
in subsurface simulations.  The possibility of applying the higher fidelity models that include 
fundamental scales can be used for better understanding of basic processes, for benchmarking, or 
as components in improved hybrid models on field scales. 

TIME FRAME 

Some parts of the proposed research should yield applicable results within 2 to 3 years. This 
could certainly be the case for some aspects of the adaptation of the coupled multi-scale methods 
to subsurface science.  Other research areas should generate important computational science 
progress in 3 to 5 years with the practical impact to follow soon thereafter.  
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HIGHLY-RESOLVED NUMERICAL TESTBEDS FOR 
EVALUATION OF UPSCALED MODELS  

Tim Scheibe 
Pacific Northwest National Laboratory 

ABSTRACT 

All subsurface science models involve multiple, poorly separated length and time scales and 
complex, coupled physical phenomena.  Direct numerical simulation from fundamental scales to 
field scale is impossible.  Analytic understanding of scaling is incomplete; up-scaling commonly 
requires simplifying assumptions that are often invalid, and down-scaling commonly leads to an 
ill-posed inverse problem.  Research is needed to identify the minimum information that must be 
transferred across scales to maintain model validity.  Work is needed on developing hybrid 
models based on local scale refinement and hierarchical models that maintain accuracy across 
scales by means of scientifically and mathematically defensible up-scaling techniques.  There is 
currently little or no basis on which to 1) determine appropriate sequences of scales for models 
and 2) evaluate the impacts of information loss due to up-scaling.  We recommend developing 
highly resolved, computationally demanding models of specific processes to serve as a test bed, 
or set of benchmarks, for evaluating up-scaling methods and up-scaled models.  This test bed 
will require tera/petascale computational resources for solution of benchmark problems.  The 
benchmark problems need to be validated using laboratory or field data.  Advanced algorithms, 
mathematics, and computational methods will be developed for solving large problems and will 
provide a validation basis for application-level codes and models. 

EXECUTIVE SUMMARY 

We recommend that research be undertaken with the goal of development of a number of rich 
numerical datasets (numerical test beds) for use in benchmarking studies, in particular of up-
scaling and down-scaling methodologies.  These numerical test beds should represent the best 
current understanding of selected subsurface flow, transport, and reaction processes at 
fundamental scales (e.g., pore-scale or smaller), combined with state-of-the-art non-invasive 
characterization datasets.  Leadership computational resources can be brought to bear effectively 
on these problems because 1) the simulation of processes at the relevant scales will be highly 
computationally intensive, and 2) the specific nature of each test bed will allow customized code 
with minimal overhead to be designed for maximum scalability.  Advanced visualization, data 
mining, and data management tools should also be used to maximize the availability and 
usefulness of the numerical test beds once the simulation process is completed. 
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SUMMARY OF RESEARCH DIRECTION 

This priority research direction is focused on the application of leadership computational 
resources to develop very highly-resolved numerical descriptions of selected subsurface 
problems (test beds) for use in benchmarking and evaluation of up-scaling algorithms and up-
scaled models.    

Although the application of state-of-the-art, high-performance computing to DOE problems on a 
site-by-site, problem-specific basis is a worthy goal and is being pursued for some key problems, 
it is currently not a widespread practice for a number of reasons.  Accordingly, it remains the 
case that most applied models of subsurface processes currently use (and will continue to use in 
the foreseeable future) relatively coarse grids with effective model parameters that are ill-defined 
(non-uniquely identified), difficult, or impossible to relate to measurable quantities, and in some 
cases fundamentally flawed.  Many such models are endowed with credibility by applied 
subsurface scientists not because strong evidence of their fundamental soundness exists, but 
rather on the basis that they follow accepted standards of practice.  This perceived credibility is 
communicated to policy and decision makers, which provides them with an often inappropriate 
level of confidence in model predictions.  When model predictions and the resulting designs 
subsequently fail, not only are the negative impacts of incorrect decisions suffered, but public 
confidence in future policy and decisions is adversely impacted.  In contentious issues where 
opposing parties each have supporting scientific experts with differing opinions and models, 
public confidence in science-based approaches to decision-making suffers further.   

Given that many near-term decisions will be made based on the best available information, 
which practically speaking will come in many cases from relatively coarsely-resolved 
simulations, it is critical that the mathematical process descriptions and parameters used in those 
simulations be consistent with fundamental understanding at smaller scales to the greatest degree 
possible.  This will be made possible by 1) improved theories and algorithms for up-scaling fine-
scale information and 2) a means of rigorously testing and validating those theories and 
algorithms.  This PRD addresses the latter. 

Numerical test bed concept 

The underlying concept of the proposed numerical test bed approach is that a simulation 
explicitly developed for this purpose can use mathematical process descriptions and 
parameterizations that are representative of our best scientific understanding of fundamental 
physical, chemical, and biological processes.  In contrast, technical and practical constraints limit 
applied simulations to process descriptions and parameterizations that include a greater degree of 
abstraction, phenomenology, and simplifying assumptions.  Bringing to bear state-of-the-art 
computational methods and technology will enable development and solution of numerical 
testbed simulations with a degree of realism that will far exceed that of typical applied 
simulations.  The results of these simulations (model outputs) will be placed in accessible 
archives for use by the broad scientific community as benchmark datasets.  Assuming that the 
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numerical test beds represent the closest approximations to “truth” currently possible, they can 
then be used as comparative standards against which to measure the performance of up-scaled 
models (coarser resolution) or models with different (more abstracted or phenomenological) 
process representations.  In this manner, strengths and weaknesses of various approaches used in 
model applications can be assessed and their potential impacts on model predictions (and 
ultimately policy and management decisions) can be determined.  It is also expected that the 
benchmarking exercises will lead to new ideas regarding how to improve up-scaling methods for 
use in model applications. 

Coordination with Detailed Characterization and Experimentation 

Because the numerical test beds will be treated as comparative standards of true system 
behaviors, it is essential that key aspects of the test bed simulations be validated against 
experimental observations.  While our ability to observe in detail all aspects of model behavior 
that might be simulated is limited, experiments can be designed in coordination with the 
numerical test bed efforts that will provide key observations for model validation.  Recent 
advances in non-invasive characterization methods, particularly at local (e.g., pore) scales can 
provide nearly exhaustive datasets in three dimensions for use in highly-intensive simulations for 
development of numerical test beds.   

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

The critical scientific challenge is the identification and specification of target processes and/or 
problems for which this approach can yield significant benefits.  Subsurface flow, transport, and 
reaction processes that can be relatively well defined at a selected scale or for a particular case 
but less well understood at larger scales, or for general situations, they can comprise the set of 
preferred candidates for development of numerical test beds.  Problems and processes for which 
field-scale behaviors cannot be defined in a straightforward manner terms of local descriptions 
are of particular interest.  These include processes that are strongly coupled and/or non-linear, 
and problems in which media properties are highly heterogeneous at multiple scales and/or 
temporally varying. 

The primary computational challenge is the scaling of numerical simulation codes to 
significantly expand the limits of the size and complexity of simulations that can be executed.  
Because each numerical test bed to be developed represents a very specific problem with unique 
properties, it is likely that such an effort will not use general-purpose codes but will instead 
develop custom codes with only those capabilities explicitly needed.  These codes can be 
designed to take advantage of the properties of the problem under consideration and the most 
advanced algorithms available to maximize the scalability of the simulations. 
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

The numerical test bed environment will provide a setting for the application of the most 
advanced computational algorithms and technologies.  In most subsurface applications, 
computational scientists are constrained by a number of factors including budget and time 
constraints, ties to pre-existing codes, data limitations, and so forth.  In a test bed environment, 
those constraints will be removed, for the most part, and the focus will be on pushing the 
computational limits as far as possible for a specific problem.     

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

Many other fields of science have extensively used the numerical test bed approach to facilitate 
significant scientific advances.  Some examples include cloud ice nucleation studies (Cotton et 
al. 2007), laser simulation (Gross et al. 2002), and astrophysics (Yo et al. 2001).  Perhaps the 
prime example is the field of atmospheric science, in which major resources have been devoted 
to development of combined numerical/experimental test bed facilities (e.g., see the National 
Center for Atmospheric Research’s “Data Assimilation System Test Bed,” website at 
http://www.mmm.ucar.edu/ modeling/dasystem/index.php).  The predominant expected impact is 
more rigorous understanding of the strengths and limitations of existing models, which will in 
turn lead to research that will reduce those limitations and enhance confidence in model 
predictions. 

TIME FRAME 
• Proposal development phase.  Identification of target processes, supporting experimental 

datasets, and definition of numerical test bed problem 
• 1 to 3 years.  Development of one or two prototype numerical test beds and solution on 

terascale computers 
• 3 to 5 years.  Based on prototypes, define the broader scope of an integrated numerical test 

bed system with supporting infrastructure 
• 5 to 10 years.   Development of multiple numerical test beds within the integrated structure 

and solution on petascale computers. 
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COMPUTATIONAL MODEL DEVELOPMENT FOR CRITICAL 
PROCESSES AT FUNDAMENTAL SCALES:  MOLECULAR 
AND NANO  

David A. Dixon, University of Alabama;  Andy R. Felmy, Pacific Northwest National 
Laboratory;  Louise J. Criscenti, Sandia National Laboratory 

ABSTRACT 

Models of contaminant fate and transport in the subsurface are built on detailed knowledge of the 
binding and reaction of contaminants on soil particles as well as transport and reaction in 
groundwater.  There is a critical need for improved data at the molecular and nanoscale for such 
models in terms of both spatial length and time lengths from the femto-second to seconds and 
larger.  These scales are the most fundamental small scales in both space and time that are 
relevant to subsurface modeling.  Improved data at these fundamental small scales are needed for 
effective models at larger scales, such as the colloid and pore scales that then connect to higher 
levels at the pore network, fracture, and geological basin scales.  Substantial advances are needed 
in electronic structure and Molecular Dynamics approaches to provide reliable predictions of the 
thermodynamics and kinetics of complex geochemical and biogeochemical systems.  The 
availability of petaflop computer architectures and the development of computational approaches 
and algorithms that take full advantage of these architectures will allow us to make great strides 
in understanding the molecular/nano-scale chemistry of complex subsurface systems and 
evaluating which data from these scales must be incorporated into larger scale models for 
accurate prediction of field-scale processes. 

EXECUTIVE SUMMARY 

Many fundamental spatial scales are important for contaminant fate and transport modeling in 
the subsurface ranging from the molecular to the nanoscale to the mesoscale (polymer/colloidal), 
and to the pore scale.  There are also many time scales of importance ranging from the 
femtosecond time steps of molecular motions to the millions (and billions) of years of geological 
time scales.  These scales provide the basic parameters which serve as the basis of the physical 
models important at even larger scales beginning with pore networks and fractures to the 
continuum porous medium to the aquifer scale and then to the geological basin scale.  Of critical 
importance are the fundamental small scales: those of molecules and nanoparticles.  These are 
the scales that when coupled to thermodynamics provide the basic equilibrium and kinetic data 
necessary for all subsurface transport models.  Great progress has occurred over the last two 
decades in understanding the fundamental chemical processes that govern contaminant fate and 
transport.  This progress has occurred through a combination of experimental advances driven by 
access to high-end measurement capabilities and of computational chemistry advances made 
possible by the availability of more advanced computer architectures.  However, because of the 
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complexity of the subsurface environment, substantial advances in theory, algorithms, software, 
and access to high-performance computers are still needed for such progress to continue.  
Advances are required in electronic structure methods to deal with complex surfaces, to provide 
accurate results for the thermodynamics of solutions interacting with mineral surfaces, and to 
provide reliable predictions of kinetics in such complex systems.  In addition, there are serious 
issues with current dynamical simulation techniques in terms of the length of the possible 
dynamical simulation that will require substantial advances in theory and algorithms especially 
for petaflop computing if we are to reliably simulate the dynamics of large nanoscale systems for 
times beyond nanoseconds.  Finally, there is a need to model biological processes from the 
protein and cell membrane scale to the cell scale to the community level as all of these can have 
substantial impacts on subsurface processes.  The community scale is at the >mm scale.  
Improving existing capabilities will have both immediate and long-term impacts.  Advances will 
require teamwork between computational chemists, biologists, applied mathematicians, and 
computer scientists.  

SUMMARY OF RESEARCH DIRECTION 

Models of contaminant fate and transport in the subsurface are built on detailed knowledge of 
contaminant sorption and reactivity with soil particles as well as contaminant complexation and 
transport in groundwater.  Reliable models of the impact of mobile contaminants on humans and 
of the risk of proposed remediation technologies will be critical for developing the safest and 
most cost-effective approaches to site cleanup, geological disposal (e.g., CO2 sequestration or 
radionuclides), and clean aquifers.  Accurate models are needed for critical chemical, biological, 
and physical processes at the scales at which they occur.  Such a research effort needs to span the 
interfacial regime from bare solid surfaces to complex, solution-phase surface chemistry, 
covering a range of time and length scales.  The spatial scales critical to subsurface science are 
shown in Table 1.  An understanding of the linkages between different temporal and spatial 
scales is an important need.   No matter how detailed the physics in a reactive-transport model, if 
the critical underlying physical, chemical and biological data are missing or unreliable, the 
accurate predictive capability of a model can be compromised.  To model processes at one scale 
requires that we understand the important variables at smaller scales to ensure that these 
variables are accurately represented at the larger scale.  Improvement in both the data and the 
conceptual models will lead to simulations that are more scientifically defensible.  Great care 
must be taken to minimize errors in the data used in sophisticated environmental or chemical 
process models so that these errors do not accumulate, propagate, and ultimately invalidate the 
macroscopic-scale models.   
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Table 1. Fundamental Spatial Scales and Computational Methods 

Fundamental Scales Computational Approach 
Molecular Schrodinger Equation 
Molecular, nano Molecular Dynamics 
Micron (colloidal particles, polymers) mesoscale modeling 
Pore   Discrete grains, continuum or discrete description of 

fluids, Smoothed Particle Hydrodynamics/Discrete 
Particle Dynamics/ Lattice Boltzmann / Computational 
Fluid Dynamics 

Application Scales Critical Physical Phenomena 
Mineral-water interface Adsorption, mineral growth/dissolution, redox 
Pore network Linked pores and grains 
Continuum (porous medium)   Darcy flow, bulk concentration reactions 
Aquifer/aquitard heterogeneous porous media 
Geological basin features that control fluid flow and geochemistry – 

fractures, stratigraphy 

Multi-scale modeling is having a broad impact on many areas of research as shown by recent 
summaries (Yip 2005; McCurdy 2005; Colella et al. 2003; Reed 2003), which show how multi-
scale approaches can link molecular-level processes to macroscopic phenomena. 

THE MOLECULAR SCALE AND THE NANOSCALE  

Advances in computing resources, algorithms, theory, and software have enabled computational 
methods to make tremendous advances, for example, in computational electronic structure of 
molecules, molecular dynamics simulations of fluids and proteins, and in pore scale modeling.  
Coupling these computational science advances with the advanced measurement capabilities at 
DOE user facilities such as the light sources (e.g., the Advanced Photon Source, the Advanced 
Light Source, and the National Synchrotron Light Source), neutron sources (e.g., the Spallation 
Neutron Source), Nanoscience Centers (e.g., the Center for Integrated Nanotechnologies), and 
the W.R. Wiley Environmental Molecular Sciences Laboratory (EMSL), have enabled 
unprecedented understanding of complex processes at the fundamental molecular scale and the 
nanoscale.  The results from these computational and experimental advances need to be used to 
develop improved conceptual models for subsurface science and to provide improved data for 
higher level models at larger scales.  

To support the development of innovative technologies for remediating contaminated soils and 
groundwater, we need reliable models of contaminant fate and transport in the subsurface built 
on a detailed understanding of the sorption and reaction of contaminants on soil particles as well 
as diffusion and reaction in the groundwater.  Computational science research needs to span the 
interfacial regime from bare solid surfaces interacting with a gas to complex, solution phase 
surface chemistry, and cover a range of time and length scales.   
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The reactivity of mineral interfaces with aqueous and non-aqueous solutions is a key area of 
simulation research that is now becoming possible because of recent computational advances.  
This area of research will require substantial advances to provide detailed information about 
complex phenomena such as sorption of ions on surfaces, precipitation processes, dissolution 
reactions, and changes in mineral coatings.  Results from this effort will lead to the development 
of molecular-level information which can be incorporated into thermodynamic, kinetic, and 
hydrological models of macroscopic subsurface reactive transport models.  

Another key need is the ability to predict the behavior of various ions, molecules, and 
nanoparticles in solution, particularly aqueous solution.  Predicting the thermodynamic and 
kinetic behavior, for example, of contaminants in aqueous solution, is extremely difficult 
because of the large size of the system that needs to be modeled over substantial simulation times 
to make a reliable prediction of the entropy.  Although, there has been some success in this area, 
it is extremely computationally intensive to get reliable results just for thermodynamics 
(Gutowski 2006; Zhan 2002) (See Figure 1).  For example, first-principles predictions of the pKa 
of inorganic acids are still difficult to accomplish within a couple of pKa units.  To establish the 
formation constants and distribution of ion pairs and other species in aqueous solution, large-
scale classical Molecular Dynamics simulations are required with force field potentials 
consistent with calculated results based on first principles (Larentzos and Criscenti, in press).  In 
redox chemistry, it is still extremely difficult to predict the kinetics of the electron transfer 
process in complex systems (Rosso 2002, 2003, 2004).  Yet, such electron transfer reactions 
govern the redox state of ions in solution which for many contaminants governs the solubility 
and sorption properties of the contaminant, and hence control its fate and transport.  We must 
also be able to computationally treat elements across the Periodic Table, which means that 
computationally expensive, relativistic effects must be included (Wilson 1988; Liu et al. 1995). 

    

UO2(H2O)5(H2O)10
2+    UO2(H2O)4(H2O)11

2+ 

Figure 1.  Prediction of the equilibrium reaction UO2(H2O)4
2+ + H2O ↔ UO2(H2O)5

2+ measured 
to be -1.2 1.2 ± 0.4 kcal/mol in aqueous solution [L Soderholm, S Skanthakumar, J Neuefeind, 
Anal. Bioanal. Chem. 2005, 383, 48] required high level MP2 calculations including relativistic 
effects of UO2

2+ complexes including part of the second solvent shell and a continuum model for 
the rest of the solution to obtain a value of -2.0 kcal/mol for good agreement with experiment [K. 
E. Gutowski, and D. A Dixon, J. Phys. Chem. A, 2006, 110, 8840].  
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The interactions among microbes, dissolved metal ions, and mineral surfaces must be known to 
understand the fate and transport of contaminant species in groundwater.  Recent advances in 
simulations enable the modeling of the transport of metal ions from a mineral surface to the outer 
cell membrane (see Figure 2).  However, we are far from being able to model the uptake and 
redox chemistry of metals by a microbial cell at the molecular to cellular levels. 

Molecular-level simulations including a treatment of the electronic structure have developed to 
the point where studying mineral-water interactions including water structure, solute adsorption, 
and diffusion along mineral surfaces are now possible.  Electronic structure methods include 
DFT (Parr and Yang 1989; Koch and Holthausen 2001) and molecular orbital theory (Cramer 
2002; Yarkony 1995).  Computational issues that are still confronted include the ability to study 
the electronic structure and dynamics of large (>1 nm3) systems over long time periods 
(nanoseconds) on a regular basis In classical dynamics simulations, there is a need to go to 
substantially longer time scales (> 100s of nanoseconds).  This will result in a data 
management/analysis issue of how to deal with the storage of trajectory data for all atoms at 
many time steps.  These data are required to obtain a statistically sound collection of charge-
distribution data for the mineral-water interface to define the interfacial electric field.  The 
charge distribution from a mineral-water interface into bulk solution is a fundamental 
consideration in the development of surface complexation models that describe molecular-scale 
interfacial reactions in terms of bulk continuum properties and are incorporated into field-scale 
reactive-transport models.   

Molecular-level simulations on aqueous systems and for mineral-water interfaces are currently 
performed on simple systems that ignore much of the complexity found in natural systems.  For 
example, aqueous solutions are often modeled as solutions of NaCl or CaCl2, but not mixtures 
involving more than one cation and anion.  In addition, these solutions are either modeled as 
“infinite-dilution” systems or >1 M systems.  Simulations, run for over 1 ns often still reflect the 
initial conditions of the simulation.  Therefore, statistical approaches for creating several starting 
configurations and then integrating the results of several simulations together are necessary.  For 
mineral-water interfaces, scientists have focused on the adsorption of contaminants to neutral 
cleavage planes or faces of crystals instead of growth steps and edges.  Establishing valid 
adsorption constants for appropriate surface species through molecular simulation requires that 
we examine the relative Gibbs free energy of adsorption to the mineral surface sites that do in 
fact dominate adsorption in the field.  The influence of defects including vacancies, crystal 
terminations of different sorts and the effect of impurities on adsorption needs to be investigated. 
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Figure 2.  Molecular representation of the LPS membrane of Pseudomonas aeruginosa in near 
contact with the goethite mineral fragment (R.M. Shroll, and T.P. Straatsma, Biophysical 
Journal, 2003, 84, 1765). 
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In addition to studying the detailed chemistry of mineral-water interfaces, studies of how 
changes in water structure at the mineral surface affect solute transport in the environment are 
needed.  Thin films of water are responsible for contaminant migration in the unsaturated 
(vadose) zone.  Molecular simulations at both the electronic structure and classical molecular 
dynamics levels provide an excellent way to examine diffusion rates of solutes as a function of 
mineral surface and relative humidity.  This information will provide insight into the 
development of continuum models for unsaturated flow for the prediction of contaminant 
migration in areas like the proposed high-level waste reposity at Yucca Mountain, Nevada. 

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

There are numerous computational challenges because of the large temporal and spatial scales 
that must be covered in subsurface modeling.  An additional “scale” that must be considered is 
the accuracy of the simulation.  For example, time is usually considered to be linearly scaled 
(O(N), yet there can be a huge number of time steps depending on the length of the time step; 
geometry is nominally O(N3) for the three dimensions but accurate calculations can have 
computational scaling that is much worse.  Examples of scaling greater than O(N3) scaling 
include appropriate sampling statistics, accurate electronic structure (O(N7)), complexity of 
pores, numbers of chemical processes to be modeled, and system sizes and boundaries.  

Substantial improvements in the different modeling approaches are needed to achieve the goals 
described above.  For example, improvements in computational quantum chemistry, including 
relativistic effects, are needed for reliable predictions of solvated metal ions such as lanthanides 
and actinides, and their interaction with complex mineral surfaces.  Substantial improvements in 
electronic structure methods are needed to be able to make reliable predictions of the properties 
and reactivities of solid-state metal oxides that are prevalent in natural systems.  Substantial 
efforts are needed in developing approaches for the reliable prediction of reaction rates (e.g., 
those of reodx reactions).  Substantial improvements are needed in Molecular Dynamics methods 
to deal with the time scale problem including improved sampling and statistical approaches.  In 
fact, improved sampling methods are critical to many of the advances for subsurface simulation.  

Current fine scale (e.g., molecular, nano, cellular compartment) models of microbial mineral 
interactions are extremely limited because of the complexity of the system and the lack of even 
experimental data with which to construct appropriate conceptual models that can be expressed 
in a simulation.  New experimental measurements are leading to novel insights at the molecular 
level (e.g., the interactions of microbes with mineral surfaces).  However, despite recent 
increases in computational power, the system size and the lack of appropriate force fields still 
make it difficult to do Molecular Dynamics simulations of microbial-mineral systems.  In 
addition, current Molecular Dynamics simulations based on classical force fields do not provide 
ways to study redox reactions or to couple to energy processes in the cell.  Computational 
approaches need to be developed to effectively couple genomic, proteomic and meta-bolomic 
data as well as biochemical network analysis into models of microbes in the subsurface.  
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Examples of challenges that require petascale computing are outlined below: 

• 0.1 PFlops (100 TFlops).  Unraveling the impacts of surface heterogeneity on mineral 
surface reactivity including coupled ion adsorption and electron transfer processes. For 
example, this would require accurate predictions of the thermodynamics of complex mineral 
surfaces interacting with aqueous solutions (±1 kcal/mol leading to an error in K < 10).  

• 1 PFlops (1000 TFlops).  Evaluating the fundamental mechanisms involved in mineral-
microbe interactions including surface attachment, electron transfer, and impacts of surface 
coatings.  For example, this would require accurate predictions of reaction rates on complex 
mineral surfaces. (<50 percent error in rates). 

Other PRDs describe the issues that occur at the micron scale (e.g., polymer modeling, thermal 
fluctuations) and at the pore scale (e.g., discrete grains, continuum or discrete description of 
fluids: smoothed and dissipative particle hydrodynamics, lattice Boltzmann, and computational 
fluid dynamics).  Additional scales that need to be considered include the fractured network 
scale, the aquifer scale (heterogeneous porous media), and the scale of geological basins. 

A critical challenge will be to adapt current approaches to truly massively parallel architectures, 
those with >5000 processors.  The planned computer architectures of the next 4-plus years will 
be based on technology limitations for individual chip speeds.  It is not likely that chip speeds for 
typical processors will dramatically increase during this time period beyond 4 GHz; therefore, 
we will no longer benefit from the current trajectory for single processor performance.  Rather, 
chip producers are going to multi-core technologies with lower power and cooling requirements. 
These machines are likely to have smaller memories per processor and very little high-
performance disk for use as scratch.  Thus, many algorithms and computational approaches (e.g., 
those in computational quantum chemistry) will need to be revised substantially to make use of 
these machines.  For example, the use of basis sets in quantum chemistry may disappear if we 
are to use these new architectures effectively.  An alternative may be to use quantum Monte 
Carlo methods (Hammond 1994; Nightingale 1999).  In addition, new sampling approaches that 
enable a broader coverage of phase space will be needed for Molecular Dynamics simulations, 
because advances in single processor speed will not enable longer simulation times.  Other issues 
dealing with distributing Molecular Dynamics simulations across large processor counts will also 
need to be addressed.  In addition, new advances in exchange-correlation functionals for DFT are 
required for the reliable prediction of the electronic structure of metal oxides that are so 
important in geological environments.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

There are a number of computational science advances that are required for this area to be 
successful.  Access to advanced high-performance computing resources will enable reliable 
predictions at individual scales and enhanced connectivity between and across scales.  As noted 
in other PRDs, the concept of being able to up-scale and/or down-scale is critical to success in 
subsurface modeling.  Advances in this area will translate into advances in many other fields 
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where the same issues of scaling in time and space are present; for example, improved phase-
space sampling and statistics for moving from short to long scales.  In addition, new multi-scale 
methods will require new mathematical/computer science approaches.  However, these 
mathematical/computer science approaches need to be developed based on the application 
requirements. 

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

There is a substantial potential impact on subsurface science.  Improved conceptual models will 
lead to advanced oil recovery technologies; new remediation technologies that are energy 
efficient, cost-effective, and safe; and reliable predictions of contaminant transport for site 
closure.  Improved large-scale models that are based on sound scientific data will be important to 
stakeholders and the public.  A fundamental understanding of how molecular and nanoscale 
processes control larger scale behavior will substantially improve large-scale models.  To 
support the development of innovative technologies for remediating various DOE sites, we need 
to develop reliable models to investigate the impact of the technology and the appropriate level 
of risk in using the technology.  These models of contaminant fate and transport in the 
subsurface have to be built on a detailed understanding of the binding and reaction of 
contaminants on soil particles as well as transport and reaction in groundwater.  In addition, 
reliable models of the direct impact of mobile contaminants on humans and the risk of proposed 
remediation technologies will be critical for developing the safest and most cost-effective 
approaches to site cleanup and for public acceptance of the clean-up process and results.  High-
quality data is needed for reactive transport models, and great care must be taken to minimize the 
errors in the calculated underlying data used in a sophisticated environmental or chemical 
process model so that errors in the data do not accumulate, propagate, and ultimately invalidate 
the macroscopic-scale model.   

TIME FRAME 

There is urgent need for the data that this effort will provide.  Contaminants have already been 
released into the environment and they are mobile (e.g., the Hanford vadose zone problem).  
Reliable models are needed to predict when these mobile contaminants will have a direct impact 
on humans so as to determine what remediation strategies need to be implemented and in what 
time-frame, given limited amounts of funding for the remediation effort.  Interactions within the 
complex chemical mixtures in the waste tanks determine what methods can be used to transfer 
and process the wastes as well as how to safely store them for thousands of years (e.g., in the 
proposed waste repository at Yucca Mountain, Nevada).  Such information is needed to solve 
DOE’s cleanup problems in a comprehensive, cost-effective, permanent way.  Improving 
existing capabilities would have an immediate as well as long-term impact. 
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MODELING AND SIMULATION OF SPATIAL STRUCTURES IN 
HETEROGENEOUS SYSTEMS 

Paul Meakin, Idaho National Laboratory;  Alexandre Tartakovsky, Pacific Northwest National 
Laboratory;  Russ Detwiler, Lawrence Livermore National Laboratory 

ABSTRACT 

A structural model that is used in the definition of boundary and initial conditions is the essential 
starting point for any simulation of subsurface processes.  Depending on the purpose of the 
simulation, the structural model can vary from a very simple geometrical model for pore space 
and fracture aperture geometries to complex multi-scale, multi-physics models for the processes 
that control the morphology of subsurface system of interest.  Realistic process-based 
(mechanistic) models for pore-space geometry and biogeochemical heterogeneity have not been 
rigorously investigated because of the lack of suitable models and the computational resources 
needed to implement them.  Petascale computing and advances in algorithm development will 
make a first-principles, process-based approach to microscale and pore scale structure 
increasingly attractive.  The application of computational methods to the construction of larger 
scale structure/heterogeneity models based on either geophysical data or process-based 
simulations is a challenging problem that required better algorithms and more capable computing 
systems.  Structural models for subsurface applications are often based on large datasets obtained 
from laboratory experiments (e.g., x-ray tomography) or geophysical measurements (e.g., 
seismic and electric data).  The archiving, analysis, retrieval, and visualization of these large 
datasets will be challenging, and the inversion of large geophysics datasets obtained from one or 
more types of measurements to obtain large-scale three-dimensional heterogeneity fields will 
require computing systems that are more capable than those available today. 

SUMMARY 

A model for subsurface structure and biogeochemical heterogeneity is the starting point for any 
model for subsurface processes. A wide variety of models gave been developed, and they can be 
classified as geometric/object based models, statistical models, process-based models, and data-
based models.  However, the boundaries between these classes are fuzzy, and it is possible to 
combine models from two or more classes.  For the most part, petascale computing is not needed 
for statistical and geometric/object based models.  However, petascale computing would very 
substantially increase the resolution and accuracy of models that are used to obtain 
heterogeneous property fields from large geophysical date sets.  In addition, computationally 
intense, process-based models could be used to improve the interpretation of the heterogeneous 
property fields obtained from data inversion in terms of structural and biogeochemical 
characteristics.  
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The availability of more powerful computing systems and better models would make pore-scale 
and sub-pore-scale, process-based modeling and simulation an attractive and practical approach 
to obtaining the structural information and spatial distribution of physical and chemical 
properties needed to simulate wetting behavior, fluid flow, precipitation/dissolution and 
adsorption/desorption on the pore scale and sub-pore scale.  The process-based simulation of 
subsurface structure and heterogeneity require the same modeling and simulation methods and 
the same high-end computing capabilities as fundamental process-based models for the 
subsurface behavior that it critical to practical applications such as the success of oil recovery, 
carbon sequestration, and environmental management/remediation.  In this PRD, the main 
emphasis is on microscopic and pore scale structure and heterogeneity.  However detailed 
information about structure and heterogeneity is required for the accurate simulation of 
subsurface systems on all scales, and the challenges and opportunities associated with the use of 
computation based methods to obtain this essential information is also addressed.  Archiving, 
retrieval analysis and visualization of the large datasets will be required, in addition to new 
models and algorithms that are effectively implemented on very large computing systems.              

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Simulation of the behavior of fluids in the subsurface requires information about the geometry 
and wetting properties of the interconnected pore volumes and fracture apertures that confine the 
fluids, and if the fluids react with the surrounding rock matrix or soil grains, the distribution of 
mineral compositions and reactivities (controlled by impurities, defects, stress, etc.) must also be 
taken into account.  In addition, the initial distribution and identity of any microorganisms (the 
spatial distribution of each member of the microorganism community) must also be known for 
certain important applications.  In practice, geological systems have distinctive structures on 
scales ranging from lengths on the order of nanometers (e.g., defect structures on mineral 
surfaces and the interiors of mineral grains and diagenetic decoration on mineral surfaces) to 
lengths on the order of kilometers or more (e.g., geological units and faults in oil reservoirs or 
aquifers).  Any serious attempt to model and simulate subsurface systems for practical purposes 
must take these heterogeneous structures and scales into account, and a subsurface structure 
model is an essential component of any model that is used to simulate subsurface processes.  

One of the most direct approaches to the determination of the three-dimensional pore space 
geometry of porous and fractured porous media is to combine a sequence of two-dimensional 
cross-section images to construct a three-dimensional image.  This approach is very time 
consuming, and is being superseded by NMR imaging and x-ray tomography (Spanne et al. 
1994; Coker et al. 1996).  Synchrotron x-ray tomography is capable of resolutions down to about 
50 nm, and three-dimensional electron density images may consist of as many as 8 billion cubic 
voxels (2000 × 2000 × 2000).  The size of these datasets is likely to increase as the technology of 
synchrotron x-ray tomography continues to advance.  A voxel-based representation of the pore 
space geometry can be obtained from the electron density map, and can be used directly in lattice 
based models for single- and multi-phase fluid flow (Harting et al. 2006).  In some cases, if the 
electron density contrasts are high enough, x-ray tomography can be used to determine the 
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distribution of fluid phases within pore spaces and fracture apertures.  This opens up the 
possibility of using x-ray tomography to validate multi-phase fluid flow simulations.  NMR 
imaging could also be used in the same way with the additional advantage that fluid velocities 
can be measured for single-phase fluids.  However, NMR has a much lower resolution than x-ray 
tomography.  The increased brightness of third-generation synchrotron x-ray sources supports 
rapid sequential image acquisition for applications such as multi-phase fluid flow in porous 
media, and archiving, analysis and visualization of the large datasets generated in this manner 
will be challenging. The analysis required to convert the x-ray intensity data acquired from a 
charge-coupled device array detector is also computationally demanding, and parallel algorithms 
have been developed for this purpose.  Although computationally intensive, the analysis of data 
from x-ray tomography currently does not require petascale computing, but such capability may 
be needed for the analysis of much larger datasets.  

Statistical methods are widely used to generate complex disordered structures, based on 
statistical analysis of usually incomplete structural information from experiments or from 
theoretical models.  The fractal models discussed below provide an example of the latter 
approach.  Statistical measures that are often used to analyze experiments include a variety of 
spatial correlation functions, chord length distributions, grain/particle size distributions, and 
fracture length and aperture width distributions.  In some cases, directional information and 
vector/tensor correlation functions are also required.  In many cases, only two-dimensional 
images (cuts through a complex structure) are available, and the information obtained from 
analysis of these two-dimensional images can be used to “reconstruct” a three-dimensional 
structure (Yeong and Torquato 1998).  Clearly, the reconstructed three-dimensional structure is 
not the same as the actual three-dimensional structure, and the uncertainties in the statistical 
measures used for the reconstruction process may be quite large if only a few two-dimensional 
images are available.  However, the reconstruction procedure does allow a large number of three-
dimensional structures with the same statistics to be generated.   Similar methods could be used 
for other types of heterogeneity (e.g., biogeochemical).  In most geostatistical approaches, 
models based on stationary statistics (position independent statistics) and low-order correlations 
have been employed.   There is no guarantee that these relatively simple statistical models will 
prove to be adequate in all cases, and models based on non-stationary statistics and/or higher 
order correlations may be needed.  Models of this type will require the collection and analysis of 
larger datasets to provide accurate representations of the statistical measures needed to 
implement the statistical models. 

Geometric models are often used to generate the fracture apertures and pore geometries needed 
for simulations of single- and multi-phase fluid flow in the subsurface.  The use of self-affine 
fractal models for the boundaries of fracture apertures (Thompson 1991) has become popular  
since Mandelbrot and Passoja (1984) showed that the rough surfaces generated by brittle fracture 
have a self-affine geometry, and subsequent work indicated that the Hurst Exponent, or fractal 
dimension, has a quasi-universal value.  In addition, a variety of experimental investigations 
have provided evidence that the short length scale (nanometers to hundreds of nanometers) 
structure of pore surfaces may also be fractal.  Because granular porous rocks are often major 
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components of oil reservoirs and aquifers, grain-packing models have been widely used to 
represent the structure of porous media.  Most of these models are based on grains that have 
simple spherical or ellipsoidal shapes.  In addition, a variety of simple pore network models have 
been used.  These models consist of pore volumes connected by pore throats (channels) that have 
simple shapes.  Very often, the pore volumes are assumed to have no effect on fluid flow other 
than to provide a volume of fluid which must be displaced before fluid-fluid interfaces can move 
from one pore throat to another.  These pore-network models are often based on simple lattice 
geometries, but Voronoi networks and Delaunay triangulations have also been used.  A number 
of ways of generating “topologically equivalent pore networks” from the three-dimensional 
geometry obtained via x-ray tomography or other methods have also been developed (Blunt et al. 
2002).  These geometric models provide a simplified, often quite crude representation of the pore 
and fracture apertures geometries, and they neglect the microscopic roughness, complex mineral 
overgrowth morphology and surface chemical heterogeneity that may play an important role in 
wetting behavior and chemical reactivity.  Geometric models for subsurface structure do not 
typically require high capability computing systems.  Most of the work on pore scale models for 
subsurface structure has focused on granular porous media.  However, about half of the world’s 
oil and natural gas is recovered from carbonate reservoirs (including the majority of “giant’ and 
“super giant” reservoirs in the Middle East) in which fracture flow is dominant and the pore 
structure is substantially more complex.   

An alternative approach, which is becoming more attractive with the increased focus on multi-
scale, multi-physics modeling and simulation and the rapid growth in high-performance 
computing capabilities, is to simulate the biogeochemical and physical processes that contribute 
to the formation of complex pore space and fracture aperture geometries.  This approach has 
been used more extensively for simulating large-scale than pore-scale structure.  For example, 
basin fill modeling is used quite extensively in petroleum geoscience.  A multi-scale, process-
based model for pore scale and microscale heterogeneity might include Molecular Dynamics and 
kinetic Monte Carlo components to simulate the evolution of microscopic surface roughness 
resulting from mineral dissolution and precipitation, coupled with multi-scale models for 
cataclasis (the fracture and rotation of aggregates and mineral grains), pressure solution, fluid 
flow, solute transport.  In some cases, models for biological processes, such as the growth of 
biofilm in organic rich contaminated systems or systems in which biological processes can be 
stimulated by providing nutrients are also required.  Realistic process-based (mechanistic) 
models for pore-space geometry and biogeochemical heterogeneity have not been seriously 
investigated because the lack of suitable models and the computational resources needed to 
implement them.  Molecular Dynamics and kinetic Monte Carlo models have been developed to 
simulate processes such as molecular beam epitaxy and catalytic reactions on surfaces and 
methods such as continuum phase field models with adaptive mesh refinement have been used to 
simulate dendritic growth (Kobayashi 1993; Provatas et al. 1998).  The problem of simulating 
the processes that determine pore scale and microscopic structure is essentially the same as the 
problem of predicting the behavior of subsurface systems for a wide variety of purposes 
including carbon sequestration, oil recovery, and environmental remediation.  The opportunities 
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that petascale computing can offer and the challenges that must be overcome to develop multi-
scale, multi-physics codes that effectively use the capabilities of petascale computing systems 
are also very similar.  

For large scale practical applications, a variety of hybrid approaches are employed.  For 
example, in the oil industry, large-scale structures such as faults with displacements large enough 
to make them directly detectable by seismic methods can be included explicitly in reservoir 
simulator structural models, whereas faults with displacements that are too small to detect but 
large enough to have a substantial impact on fluid flow can be included by using a statistical or 
process-based approach.  Very often, statistical information obtained from core samples is used 
to construct a “fine-grained” model for reservoir heterogeneity, and this fine-grained statistical 
representation is coarsened (up-scaled) to obtain effective properties on the scale of the reservoir 
simulator grid blocks (O(10 m)).  This is achieved using a variety of methods including 
renormalization group methods (Hristopoulos and Christakos 1999) and wavelet transformation 
(Sahimi 2000).  The construction of structural models in the oil industry usually relies heavily on 
processed geophysical data.  Whereas this geophysical data is primarily seismic, supplemented 
by well-logging data, the use of electromagnetic data and potential field data in conjunction with 
seismic and well-logging data is increasing.  A variety of “joint inversion” methods that use 
information from multiple sources such as electrical resistivity and seismic data are being been 
developed (Galardo and Maju 2003).  Inverse problems are notoriously ill-posed, and they are 
based on optimization algorithms.  “Exact” optimization algorithms are “non-polynomial 
complete”, and cannot be used for large datasets.  The inversion of geophysical datasets is 
computationally intensive and results in heterogeneity fields with uncertainties that are difficult 
to quantify.  These heterogeneity fields should be considered to be, at best, “statistically 
representative” of the geosystem, particularly on relatively short length scales.  Access to 
petascale computing resources would allow the uncertainties associated with the inversion of 
geophysical data to be substantially reduced, and this would have important practical 
consequences, particularly for the inversion of large datasets from complex three-dimensional 
systems. In this context, it is important to recognize that geophysical methods do not directly 
measure subsurface structure.  Consequently, a multi-scale, multi-physics model that relates 
geophysical properties to structural and biogeochemical properties will be required to accurately 
interpret geophysical data.  For example, the electrical resistivity of subsurface materials depends 
on the interactions between solute ions and mineral surfaces, the physics of the double layer, 
small-scale structural information, and charge transport in some minerals.  Petascale computing 
with new multi-scale, multi-physics methods will be needed to make full use of geophysical 
measurements.  There are also substantial computational challenges associated with the 
archiving, retrieval, and analysis of large geophysical datasets 

The development of computer models for fractures and fracture networks is particularly 
challenging, and has  many practical applications. For example, fractures can act as flow paths or 
barriers to flow in oil reservoirs, depending on details such as clay smearing or the formation of 
mineral deposits on fracture surfaces.  In addition, the presence of difficult-to-detect fractures, 
the opening and closing of fractures, or ongoing fracture processes in oil reservoir or carbon 
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sequestration site cap rocks can have important practical consequences.  A variety of approaches, 
including process-based, object-based, statistical and geometric models have been developed to 
simulate fracture networks.  Many of these modeling approaches lead to structures that are not 
realistic.  Important issues include the structure of individual fractures, fracture connectivity, the 
response of fractures and fracture networks to changes in geomechanical conditions during the 
removal and/or injection of fluids, the content of fracture apertures, and the structure of the 
fracture/rock matrix interface.  The content of fracture apertures (gouge1 with a wide range of 
particle sizes, colloids, mineral deposits) and the structure of the surrounding rock matrix, which 
may be chemically altered and/or mechanically damaged, adds to the challenge of developing 
accurate and realistic structure models.  Large-scale models for subsurface processes depend on 
homogenization approximations based on concepts such as the representative elementary volume 
(REV).  This concept depends on the pore scale structure, and is based on the idea that 
subsurface properties are scale dependent on both large and small scales, but that there is an 
intermediate range of scales over which the properties are scale independent.   At this stage, it is 
not clear if homogenization approximations can be applied to systems in which fluid flow is 
dominated by fractures,2 and even if homogenization approximations can be used, it is also not 
clear how the scale of the REV can be obtained.  Because it is very difficult and expensive to 
characterize the structure of fracture networks in the subsurface, a computational approach to this 
problem might be the most practical and cost effective.  This would require the development of 
realistic fracture network models and simulation of single-phase and multi-phase fluid flow on 
these networks. Multi-scale, multi-physics hybrid Molecular Dynamics/continuum mechanics 
(with adaptive mesh refinement) models have been developed to simulate fracture growth 
(Abraham et al. 1998; Rafii et al. 1998).  Models of this type can be used to simulate the 
nanoscale structure of fracture surfaces, but the time scale of Molecular Dynamics simulations is 
much too short (even with accelerated Molecular Dynamics algorithms) to simulate the geometry 
of fractures on the pore scale and beyond.  

RESEARCH DIRECTIONS 

The application of process based models to generate pore-scale and sub-pore scale subsurface 
structure and biogeochemical heterogeneity is not completely new, but it is certainly in its 
infancy.  The limited capability of the computing systems used by the subsurface science 
community combined with the lack of well-developed multi-scale, multi-physics models has 
discouraged this approach.  The rapid increase in computing speed expected over the next 5 to  
10 years and the stimulus that this will provide to the development of new algorithms that take 
full advantage of petascale computing systems will make this approach more attractive and 
practical.  Larger scale models that include processes, such as the dynamics of fluvial systems, 
sediment transport, compaction, and sediment size segregation, have been applied more 

                                                 
1 Crushed and ground-up rock produced by motion of one side of a fault relative to the other. 
2 This is especially true in the case of multi-phase fluid flow in fractured systems because the spatial distribution of 
the fluids may be inhomogeneous even for scales at which the fracture network appears to be geometrically 
homogeneous.   
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extensively.  In this case, petascale computing will allow a more first-principles approach to be 
taken with better physics, and it will be possible to include more processes with higher spatial 
and temporal resolutions. 

The “inversion” of geophysical data to obtain structural information has a long history. However 
the accuracy and level of detail in three-dimensional and four-dimensional (time dependent) 
heterogeneity fields obtained in this manner has also been limited by the capability of current 
computing systems. Faster computers, larger datasets, and better algorithms have already 
produced important advances. Horizontal/directional drilling and improved seismic data 
collection and analysis have been credited with much of the economic benefit resulting from 
improved oil recovery and more successful exploration. Joint inversion may also prove to be an 
important advance, with a wide range of applications and economic benefits.        

COMPUTATIONAL SCIENCE IMPACT 

New multi-scale, multi-physics models and better algorithms, implemented efficiently on high-
capability (petascale) computing systems, needed to simulate subsurface structures based on 
first-principles, process-based methods would be directly applicable to a wide range of scientific 
and practical subsurface problems, including carbon sequestration and the in situ formation of 
barriers to flow for contaminant remediation applications.  Extensive cross-fertilization with 
other areas of science such as materials science (e.g., concrete formation, ceramics, materials 
failure etc.) and the dynamics of granular materials (size segregation, transport and deformation) 
would stimulate the pace of discovery and implementation of new computational models.  The 
archiving, retrieval analysis, and visualization of large datasets obtained from geophysical 
detector arrays or high-resolution, three-dimensional imaging also is a challenge that spans a 
very wide range of applications.  In addition, the development of better data inversion/ 
optimization methods needed to obtain structural information from large geophysical datasets is 
a challenging computational/applied mathematics problem with a very wide range of 
applications.     

SUBSURFACE SCIENCE IMPACT 

Deficiencies in the structural/heterogeneity models that provides a foundation for the simulation 
of subsurface systems is a major (often the major) contributing factor to error and uncertainty. 
Essentially all pore-scale and sub-pore-scale models for fluid flow and reactive transport employ 
pore-space/fracture aperture models that do not well represent the structural complexity and 
biogeochemical heterogeneity found in essentially all natural systems.  On larger scales, the 
models used to represent structural and other forms of heterogeneity are also inadequate, and it is 
often difficult to assess the impact of these inadequacies.  The development of better models for 
subsurface structure and biogeochemical heterogeneity over a wide range of length scales using a 
combination of process-based models, structural data, and geophysical data is essential to place 
subsurface modeling and simulation on a firmer scientific basis, reduce uncertainties and 
enhance confidence in model predictions.  Better models for subsurface structure and 
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biogeochemical heterogeneity on a wide range of length scales must go hand-in-hand  with the 
development of multi-scale, multi-physics codes for high-performance petascale computing 
systems.  Access to petascale computing systems would have an immediate impact on joint data 
inversion.  

TIME FRAME 

Within 5 years, it should be possible to develop process-based models that predict pore structures 
and sub-pores-scale structures over a wide range of length scales.  These models could be 
validated using a variety of experimental methods including x-ray tomography, which can be 
used to obtain detailed structural information on scales ranging from a few tens of nanometers to 
a few centimeters (a 106 range of length scales).  Some systems will prove to be more 
challenging than others are, and we expect that it will be about ten years before this approach is 
broadly and routinely applicable.  Access to petascale computing systems would have an 
immediate impact on joint data inversion.  Over the next 5 to 10 years, the development of better 
inversion/optimization algorithms, most likely driven at least in part by applications in other 
areas would, in combination with advances in computing performance, allow larger datasets to 
be analyzed, and the accuracy of the heterogeneous property fields obtained in this manner could 
be substantially reduced.       
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COUPLED GEOPHYSICAL IMAGING FOR SUBSURFACE 
FLUID IDENTIFICATION AND PROCESS 
CHARACTERIZATION  
 
Gregory Newman, Lawrence Berkeley Laboratory; Roelof Versteeg, Idaho National Laboratory 

ABSTRACT 

Meeting CO2 sequestration measurement, monitoring, and verification (MMV) demands as well 
as needs for the characterization of relevant processes and properties at DOE waste legacy sites 
requires the ability to obtain cost-effective, volumetric, and near-time information on the 
temporal and spatial evolution of fluids and corresponding transport pathways within 
heterogeneous geological systems.  

Traditional approaches to monitor and characterize such processes through point sampling 
sensors in boreholes are expensive and fail to provide sufficient information.  The only feasible 
approach to this problem is a comprehensive subsurface imaging effort which effectively 
exploits both multi modal geophysical data (including seismic and electromagnetic wavefield 
data and electrical field data) and confirmatory point measurement data.  Such a comprehensive 
subsurface imaging effort must provide for quantitative prediction of subsurface processes, 
including fluid identification and transport pathways.  It will require novel computational and 
numerical tools in the development and enhancement of effective joint imaging methodologies 
which can use temporally and spatially dense three-dimensional and four-dimensional (i.e., time 
lapse) geophysical data (i.e., electrical, electromagnetic, and seismic).  

Development of a coupled geophysical imaging capability will need to be based on novel inverse 
methodologies as well as on detailed, physics based modeling that links the micro- and meso-
scale properties of the subsurface system and the processes occurring in such systems to the 
macroscopically observed (change in) geophysical response.  The novel inverse methodologies 
will require faster methods for evaluating gradient, Jacobian or Hessian operators within the 
chosen inversion/imaging framework as well as the effective use of anticipated advancements in 
solvers, pre-conditioners, and multi-grid and multi-level methods that use petascale computing 
distributed architectures.  In addition, coupled inversion will require innovative measures to link 
different physical models and data (both geophysical and point data) together in a way that 
honors method- and geometry-dependent differences in resolutions and uncertainties as well as 
theoretical and field-derived relationships between different physical parameters.   

This development would lead to a significant breakthrough in our ability to image properties and 
processes in the subsurface, make quantitative predictions on flow fields and saturation levels, 
and obtain information on the properties that affect subsurface flow and transport at 
unprecedented resolution.  This development is conditional on 1) the availability of extensive 
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and high-quality geophysical datasets over relevant field sites and well described test beds and  
2) the establishment of extensive interactions and collaborations between geophysicists and 
computational scientists.  This development will result in tools which can be coupled to 
advanced pore and continuum scale models in other domain areas (e.g., reactive flow and 
transport models, mechanical models, and models of biogeochemical processes).  It will also lead 
to tools which would give near real-time, actionable information on subsurface processes in days 
instead of months to years and, thus, will be useable not only for characterization and 
monitoring, but even for feedback driven control. 

EXECUTIVE SUMMARY 

Traditional methods to monitor the lateral and volumetric extent of sequestered CO2 and 
subsurface contamination and/or determine changes in the lithology, which control transport, 
involve the use of instrumented wells.  Data from such wells provides an insufficient 
characterization of relevant subsurface processes and properties within heterogeneous geological 
media.  While the information from boreholes is of very high resolution at a very fine scale in the 
direction along the borehole, it represents a very limited sampling of the subsurface in other 
spatial directions.  In addition, dense temporal sampling of boreholes for all but the simplest 
parameters is financially infeasible.  As the subsurface typically will have significant lateral and 
vertical variations in geology and physical properties, major features that affect the storage of 
CO2 and contaminant migration and transport will often be completely missed by borehole 
sampling.  In addition, processes will only be detected if they affect the value at the sampling 
point at the moment of sampling.  To resolve this problem, joint geophysical imaging 
technologies need to be advanced and developed that can take advantage of the increasingly 
more common time lapse geophysical datasets.  Such imaging technologies should be physics 
based.  They should be able to provide high-resolution information on fluid processes and 
properties in heterogeneous geological media with sufficient resolution and confidence for both 
regulatory and operational needs. 

SUMMARY RESEARCH DIRECTIONS 

Flow fields are controlled both by transport pathways (which in turn are controlled by complex 
geological structures on multiple scale lengths) and changing hydrological boundary conditions.  
Volumetric characterization of such flow fields must be done in a setting that incorporates all 
factors that dictate flow and transport as well as all available data.  Effective volumetric 
characterization can only be accomplished effectively using a joint inversion of diverse, high-
quality geophysical data (i.e., seismic, electrical, and electromagnetic).  Such a joint inversion 
will require the establishment of physics-based relationships between the parameters obtained 
through geophysical imaging efforts to relevant hydrological parameters.  It will also require the 
development of novel computational schemes and approaches for such imaging. 
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SCIENTIFIC COMPUTATIONAL CHALLENGES 

Geophysical imaging technologies can provide detailed volumetric information on subsurface 
properties and processes necessary to provide a detailed picture of factors controlling flow fields 
and transport.  Several factors limit the successful application of geophysical imaging.  These 
include 1) the ability to do true, physics-based simulation of the geophysical signature associated 
with a certain subsurface distribution of physical properties; 2) the ability to jointly invert for 
different geophysical datasets; and 3) the ability to translate the results obtained from 
geophysical imaging into appropriate descriptions of subsurface properties using scaling laws 
and rock property relationships.  In addition, new approaches are needed to geophysical imaging 
to enhance its temporal resolving power (e.g., a better exploration of time lapse datasets).  

An approach that shows significant potential is to use co-located geophysical datasets in a joint 
geophysical imaging approach.  For example, it is known that seismic imaging is very good at 
mapping reservoir boundaries.  However, seismic data does not allow for discrimination of the 
fluid type (oil, brine or gas) within the reservoir.  In contrast, imaging of electromagnetic data 
has provided for the ability to confidently identify fluid types, however with a spatial resolution 
that is inferior to that of seismic wavefields.  A logical approach would be to combine these 
methods in a physics-based joint imaging framework.  For such a framework to be feasible, the 
time-to-solution of geophysical inverse methods needs to be decreased by one to two orders of 
magnitude.  This then defines the two primary computational challenges associated with this 
PRD:  development of a physics-based joint imaging framework and the development of tools 
and methods allowing for much faster solution times. 

Joint Imaging Framework 

Joint imaging of electromagnetic, electrical, and seismic data has the potential of increasing 
resolution above with what can now be achieved using either geophysical data by itself.  It can 
allow for the treatment of the geophysical data arising from complex three-dimensional 
geological environments in a self-consistent manner.  A key requirement in enabling this 
technology is establishment of physics based relationships between electrical conductivity and 
seismic wave velocities on the geophysical field scale (meters) and fluid properties in three-
dimensional heterogeneous media (saturation, porosity, and permeability) on the pore scale 
(microns).  This is of fundamental interest in subsurface science.  Knowledge of such 
relationships could lead to a much better understanding of subsurface fluid, flow, and transport, 
with critical implications for environmental site characterization and remediation, exploration for 
oil and gas, and reservoir monitoring for safe sequestration of CO2.  Correlations between 
electrical and seismic properties are increasingly observed at different scales in co-located 
experiments; however, separate inversions of associated datasets often lead to unequivocal 
models.  Joint inversion of such data would be a better approach that would allow one to honor 
the underlying physics. However, novel, robust methods need to be developed for such joint 
inversions.  
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There are two emerging approaches to joint three-dimensional inversion, which are underpinned 
either by the assumption that the electrical and elastic properties of the subsurface are both 
functions of porosity and fluid saturation (petrophysical approach) or that electrical and seismic 
measurements are sensing the same underlying geology, which in turn structurally controls the 
distribution of the petrophysical and flow properties (structural approach).  The petrophysical 
approach is attractive, but its validity in general geological media is constantly questioned 
because there often is no simple or single relationship for accurately predicting the entire range 
of effects such as variations in clay content and shape interconnectivity of the pores on the 
geophysical measurements in many field situations. 

Nevertheless, there are clearly cases where a relationship can be established; in the context of 
reservoir monitoring detailed rock property models are available and such information should be 
used.  Often, the pertinent rock property relationships are not well characterized and in some 
cases, relationships do not exist.  This is particularly so for the vadose or unsaturated zone, 
which is characterized by chaotic heterogeneous geological deposits that can be porous as well as 
non-porous.  Here a structural approach to joint inversion would be appropriate, where 
petrophysical information on the geophysical measurement scale could possibly be derived from 
the correlated geological structure in the electrical and seismic images.  This could lead to a 
better understanding of how transport processes occur in complex geological media (e.g., the 
vadose zone).  

Faster solvers 

One major computational obstacle to three-dimensional or four-dimensional geophysical 
imaging technologies is the time-to-solution.  Months of processing time can be required for 
comprehensive three-dimensional imaging of realistic geophysical datasets.  This is exacerbated 
by the fact that multiple solutions to the imaging problem are required to assess data quality, 
model uncertainty, and model uniqueness.  Faster times to solutions can be achieved by both an 
increase in available computational resources, as well as potentially with fewer and faster non-
linear inversion iterations as well as faster forward solvers.  With non-linear geophysical 
imaging, be it seismic or electromagnetic data or both in joint imaging experiment, hundreds to 
thousands of forward-model evaluations are typically required.  Each of these involves the 
solution of a partial differential equation describing the physics of the measurement. Many of 
these solutions are required to fine tune stabilization parameters, quantify data noise, and to 
assess the unique properties of the image through an appraisal process.  A significant 
improvement in solution speed will translate into more reliable three-dimensional images of the 
subsurface geology, and will advance the prospect of real-time, three-dimensional earth imaging 
in the not too distant future, given the anticipated improvements in parallel computer hardware 
and algorithms.  

An example of real-time imaging that has significant potential is imaging ahead of the drill bit in 
the exploration hydrocarbons.  Here, real-time imaging could save the oil and gas industries the 
billions of dollars that are wasted because of well blowouts and by-passed oil.  To address this 
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problem new pre-conditioning, multi-level methods and faster methods for evaluating gradient, 
Jacobian, or Hessian operators within the chosen inversion framework will be needed.  Research 
in the physics of seismic and electromagnetic wavefield propagation and that of electrical 
potential fields will enable development of these fast solution methods.  More importantly, these 
methods will need to be optimized to petaflop distributive computing architectures to reduce 
times-to-solution from years and months to weeks and days.  Extensive interactions and 
collaborations will be needed between geophysicists and computational scientist to achieve 
this goal.  

SUBSURFACE SCIENCES IMPACT 

The main goal of this PRD is to provide enabling technologies for subsurface imaging of diverse 
geophysical data to provide information on flow fields in heterogeneous geological environments 
and for verification and monitoring purposes.  This is made feasible by the recent advancements 
in geophysical acquisition systems, and resulting improvements in both data quantity and quality.  
The development in three-dimensional and four-dimensional joint geophysical imaging proposed 
here will allow us to make quantitative predictions on flow fields and saturation levels, and the 
factors that affect subsurface flow and transport at unprecedented resolution in a time frame 
acceptable to the regulatory, characterization, and exploration process.  

COMPUTATIONAL SCIENCE IMPACT 

The development of a joint geophysical imaging tool will advance new algorithms for simulation 
and imaging of multiple physical-coupled phenomena on distributed computing systems at 
different scales. Coupled simulations on multiple grids will be required for the different types of 
geophysical field measurements (electromagnetic, electrical and seismic), including the rock 
property models used to describe the flow fields and fluid phases along with the associated grid 
transfer operators.  To image at the detail envisioned will require the use of dedicated high-
performance Petaflop computing resources, where large-scale three-dimensional/four-
dimensional geophysical imaging experiments can easily require meshes exceeding 4003 nodes 
along with the enormous prerequisite data volumes; ~10’s to 100’s of Gbytes for high-resolution 
imaging.  Multiple levels of parallelization will be required to solve such a problem, not only 
over the model space through domain decomposition techniques but also over the data space.  
This will lead to new parallel algorithms, including, physics-based preconditioners, multi-grid 
and multi-level methods, and fast schemes for evaluating gradient, Jocobian, and Hessian under 
the chosen optimization/imaging framework.  All together, these anticipated advancements will 
allow earth and computer scientists to solve such problems in realistic time frame of days to 
weeks instead of months to years.  

TIME FRAME 
 
Substantial progress could be made in 3 to 5 years, with longer term research extending over a 
ten or more year period. 
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PORE SCALE AND MICROSCALE COMPUTATIONAL 
POLYMER AND COLLOIDAL SCIENCE FOR SUBSURFACE 
APPLICATIONS  

David Trebotich, Lawrence Livermore National Laboratory; Paul Meakin, Idaho National 
Laboratory 

ABSTRACT 

Simulation-based prediction of the behavior of small particles and polymers in complex pore 
spaces and fracture apertures is a challenging undertaking because multiple physical processes 
acting on a wide range of length scales must be taken into account.  New multi-scale, multi-
physics codes implemented efficiently on petascale computing systems will allow computer 
simulations to reduce the number of experiments that are needed to develop particle and polymer 
based materials for subsurface applications.  The same approach will also provide the 
information and insights needed to better predict the behavior of polymers and particles in the 
subsurface. Eventually pore scale models will be coupled with continuum scale models for a 
variety of applications including prediction of the fate and transport of toxic particles formed in 
radioactive waste repositories, and the impact of synthetic or biologically generated particles and 
polymers on oil recovery. 

EXECUTIVE SUMMARY 

Computer simulations have been used for more than half a century to develop a better 
understanding of polymers and colloids.  During this time, rapid increases in computing speed 
and memory capacity and speed have enabled steady progress from simple models such as the 
self-avoiding random walk model for polymer molecules in a good solvent to the realistic 
simulations of the folding of protein molecules in aqueous environments.  In the past, most 
simulations of polymers and colloids have focused on the discovery and testing of scaling 
relationships, fractal dimensions, and other “universal” or generic characteristics and behaviors. 
The models used for this purpose have usually been based on simple particle shapes and 
interaction potentials—often selected to offset the effects of limited computing capability.  The 
simulation of protein folding is a notable exception, but a detailed Molecular Dynamics 
simulation of protein folding, using the fastest computers available today, is possible only for 
small, rapidly folding, proteins.  In addition, most simulations have been carried out using only a 
single computational method (e.g., Monte Carlo simulation, Molecular Dynamics, dissipative 
particle dynamics, or Brownian dynamics).  Such simulations take into account only a limited 
subset of the physical processes that play an important role in most physical polymer and 
colloidal systems.  In addition, the application of particle-level and molecular simulations to the 
behavior of polymers, colloids and nanoparticles in the subsurface has been quite limited.   
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A new generation of multi-scale, multi-physics (and multi-algorithm) codes that perform well on 
petascale computing systems will raise computational polymer and colloid science to a new 
level.  This new capability will allow system specific simulations that include all relevant 
physical process to be applied to subsurface problems and applications.  As computing capability 
grows and improved understanding and experience leads to better algorithms, the accuracy of 
system-specific simulations will increase, and they will play an increasingly important role in the 
development of polymers, colloids, and nanoparticles for subsurface applications and in 
predicting the behavior of anthropogenic and natural polymers and particles in the subsurface. 
After 10 years, we expect that fully coupled multi-scale, multi-physics methods will allow 
particle-level simulations to inform larger-scale subsurface flow and transport models in a fully 
integrated manner.  We expect that advances in the application of computational colloid and 
polymer physics and chemistry to subsurface science and technology will benefit substantially 
from the efforts made by computational scientists working on a very wide range of commercially 
and scientifically important applications.  We believe that it will be important for the 
computational subsurface science community to work closely with this larger community. 

SUMMARY OF RESEARCH DIRECTION 

Although small particles account for only a small part of the solid mass in many subsurface 
environments (clays and soils are important exceptions), they can play an important role in the 
subsurface because of their high specific surface area and potential mobility.  Nanoparticles (i.e., 
particles with diameters on the order of nanometers) have unique physical and chemical 
properties (e.g., increased reactivity) that may have important consequences in the subsurface.  
In addition, relatively small amounts of clay or other inorganic particulate material may clog 
faults or borehole surfaces, and biopolymer/biocolloidal systems may clog fractured and porous 
media that are nutrient rich because of organic contamination or bioremediation processes. 
Natural polymers, such as polysaccharides, are produced by microorganisms as part of the cell 
wall and as extracellular and may be used in subsurface applications such as enhanced oil 
recovery. 

Most subsurface simulation codes are based on mathematical models of single phase and/or 
multi-phase flow and mass transport formulated at one or more continuum scales.  In these 
models, geomaterials with microscale and pore-scale physical and chemical heterogenities and 
complex pore and/or fracture geometries are treated as homogeneous “effective media,” and both 
fluid flow and mass transport (including mass transport mediated by colloids, nanoparticles, and 
polymers) through these complex media are represented by averaged flow and transport 
equations based on concepts such as Darcy flow, relative permeability, and averaged particle 
transport “trapping and release rates.”  An important advance for current codes would be the 
capability of modeling particulate transport at the pore scale, and coupling this to continuum-
scale models.  Such a capability would provide a firm scientific basis for developing 
technologies for controlling the behavior of micron and submicron-sized particles of concern 
(e.g., radioactive and/or chemically toxic colloids, bacteria, or viruses) in the subsurface, and 
would enable a more accurate and reliable assessment of the impact of small particles and 
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polymers on problems such as contaminant fate and transport and applications such as CO2 
sequestration and enhanced oil recovery. 

Specific applications include the fate and transport of uraninite (UO2) particles produced by 
microorganisms and the use of polymers as rheology control agents to improve oil recovery 
(polymers are currently used in acid fracturing reservoir stimulation, and in the future, polymers 
may be used on a large scale for enhanced oil recovery).  Prediction and control of the behavior 
of colloids and nanoparticles requires a better fundamental understanding of their behavior in the 
subsurface and the implementation of this improved understanding in software that is used to 
predict the behavior of subsurface systems on large scales.  Both will require new mathematical 
models and computing systems with capabilities that are substantially greater than those that are 
now available to the subsurface science community.  The accurate simulation of the interactions 
between particles and polymers and complex (geometrically and chemically heterogeneous) 
surfaces and pore spaces is an open problem in subsurface simulation.  Similarly, effective ways 
of coupling small-scale simulations of particles and polymers in the subsurface with large-scale 
simulations for practical applications have not been developed.   

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Several fundamental research issues arise in the development of a new multi-scale simulation 
capability for the flow and transport of small particles and polymers in subsurface systems and 
these issues depend on the nature of the application and the system of interest.  For example, the 
volume fraction of mobile particles involved in the transport of radioactive metals from leaking 
storage tanks, transfer lines, and disposal sites/repositories may be extremely small.  On the other 
hand, the application of polymers and particles as rheology control agents in applications such as 
drilling muds or enhanced oil recovery requires much larger volume fractions.  Although 
suspended small particles and dissolved polymer molecules affect fluid viscosity in a way that is 
well understood and relatively easy to predict when their concentration is small, the large 
qualitative and quantitative changes in rheology (needed for many practical applications) that 
occur at higher volume fractions are much harder to understand and predict.  For example, 
solutions containing long-chain polymers behave as strongly non-Newtonian fluids on 
continuum scales when the polymer concentration is large enough to make the average 
separation between the centers of mass of adjacent polymer molecules comparable to or smaller 
than the diameters of the long chain molecules.  In some polymer systems, polymer interactions 
and entanglement can result in the formation of physical gels that have non-zero elastic moduli 
on time scales that are important in practical applications.  Similarly, concentrated particle 
dispersions may exhibit complex shear-thinning or shear-thickening behavior, and particle-
particle interactions can result in the formation of aggregates and gel-like particle networks.  The 
formation and breakdown of these particle assemblies can lead to complex time-dependent, 
temperature-dependent, and strain-rate-dependent behavior.  In addition, essentially 
monodisperse colloids can form ordered phases that are analogous to atomic or molecular 
crystals.  “Rigid” polymers (polymers with large persistence lengths) can undergo molecular 
association at low concentrations and at higher concentrations they can form anisotropic phases 
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and undergo phase separation.  These phenomena have a large impact on the rheologies of these 
systems.  The simulation of these phenomena is challenging, in part, because the long-range 
hydrodynamic interactions between particles and between the chain segments of polymer 
molecules (both intermolecular and intramolecular interactions) must be considered.  In addition, 
the thermal fluctuations that lead to Brownian motion and shape fluctuations in macromolecules 
and particle aggregate.  

A non-Newtonian continuum rheology model such as a shear-thinning power law or Bingham 
fluid model is one approach, but more complex models are required for materials whose 
behavior depends on their past history.  The rheology of some polymer solutions could be 
represented as continuum viscoelastic fluids, but these models present their own difficulties to 
computing solutions because of instabilities that result from the system being described with 
mixed mathematical formalisms (e.g., elliptic-parabolic equations).  In addition, the ratio 
between the particle size and the pore size is not always small enough to justify this approach.  
An appropriate particulate representation coupled to the fluid dynamics is needed to determine 
the behavior of polymers and colloids.  An alternative approach would be to use a dissipative 
particle dynamics model to simulate both the polymer chains or particles and the fluid in which 
they are suspended or dissolved.  In principle, a small ensemble of polymer molecules and the 
surrounding fluid could be simulated using classical molecular dynamics techniques. However, 
experience with applications such as protein folding indicates that this approach would be 
beyond the capabilities of petascale computing systems unless the polymer molecular weights 
were small.  It is well known, however, that the essential behavior of polymers and colloidal-
sized particles can be captured though course-grained models such as the Kramers’ “bead-rod” 
representation (Kramers 1946), or the coarser Rouse “bead-spring” representation (Rouse 1953).    
In these models, the polymer is represented as discrete point masses (the beads) connected by 
rigid rods or entropic springs.  The dynamics of polymers in solution is then modeled with a 
combination of stochastic (Brownian) forces and Stokes-law viscous drag forces (related through 
the fluctuation-dissipation theorem).  Hydrodynamic coupling between the moving particles and 
the fluid is necessary to describe these systems accurately (see Figure 1).  In addition, biological 
macromolecules are charged and chemically active, and interact through screened Coulombic 
interactions.  These physical effects are characterized by intra-polymer, inter-polymer, and 
polymer-wall interaction potentials, which may be long-ranged (see Figure 2).  Because of the 
small time scales associated with the dynamics of small particles and macromolecule chain 
segments, small time steps are currently required to obtain accurate results from models that 
couple particle dynamics and fluid flow.  New multi-scale techniques for coupling will be 
necessary to enable long time simulations of particulate transport coupled to continuum models 
for subsurface applications.  

The effects of moving contact lines and fluid-fluid interfaces on small particles are potentially 
important issues that have received little attention from a theoretical/computational point of 
view.  Particles may be attracted or repelled from fluid-fluid interfaces, and at small scales, the 
stresses generated by capillary forces can be large.  Consequently, moving contact lines could 
either mobilize or trap particles, depending on the nature of the particles, fluids and surfaces  
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Figure 1.  Time sequence of bead-rod polymer representation flowing in a microarray.  Polymer 
enters from left in (a), then wraps around pillar in (b), is loosened by hydrodynamic and 
Brownian forces in (c) and is swept out of the chamber by the flow field in (d) and (e).  Color 
map indicates underlying flow field. [Trebotich, D. et al. A Tightly Coupled Particle-Fluid 
Model For DNA Laden Flows in Complex Microscale Geometries. Computational Fluid and 
Solid Mechanics, p. 1018-1022 (2005)]. 

involved and the direction of motion and velocity of the contact line.  In recent years, interest in 
the formation of particle patterns during the drying of thin liquid films and drops has increased 
(Deegan 1997), but this work has been mainly experimental.    

The interactions between colloidal particles and solid surfaces are generally modeled using the 
DLVO (Derjaguin, Verwey, Landau and Overbeek) theory based on a quantum-electrodynamic 
treatment of the van der Waals interactions and a simplified model for the partially screened 
electrostatic interactions.  However, this theory has had mixed success.  It is based on the idea 
that the van der Waals and electrostatic interactions are separable, and as a consequence, it is not 
reliable at the ionic strengths found in biological systems (Bostrom 2001) and brine aquifers.  In 
addition, the complications caused by the adsorption and desorption of ions on solid surfaces 
and/or the mobility of ions on solid surfaces are not taken into account.  The calculation of the 
interactions between particles with complex shapes and/or surfaces that are rough or chemically 
heterogeneous is a difficult undertaking.  New theoretical approaches and large scale computer 
simulations are needed to develop a better understanding of particle-surface interactions and to 
develop the capability of predicting particle-surface interactions for realistic subsurface systems.  
Similar advances are needed to better understand and predict particle-particle interactions. 
Additional complications arise because the molecular structure of liquids adjacent to solid 
surfaces is not the same as that of bulk liquid.  The effect of the ordered liquid structure adjacent 
to liquid surfaces has been measured in sensitive measurements of the interactions between 
atomically smooth surfaces (Horn 1981), and this effect must be taken into account.  In the 
presence of polymers, additional physics comes into play.  Polymers may become adsorbed on 
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and bridge between solid surfaces, and they may also lead to repulsive interactions caused 
primarily by entropy effects (see Figure 2).  Again the kinetics of (full or partial) adsorption and 
desorption, as well as migration on surfaces can have important effects. Development of a better 
understanding of these “colloidal” interactions and the capability of modeling them with 
sufficient accuracy would be important in many areas of science and technology, including basic 
and applied subsurface science.  To predict the behavior of particles suspended in liquids flowing 
through porous and fractured media, it is also important to include hydrodynamic effects such as 
lift and drag forces.  As a result of these interactions, and the size of colloidal particles, they can 
move more rapidly than dissolved substances through porous media, providing that they do not 
become trapped or adsorbed.  Finally, the effects of thermal fluctuations must be taken into 
account. 

  
 

  
 

  

Figure 2. Time sequence of intra-polymer and polymer-structure interactions using repulsive 
potentials near a single post in microarray:  a) Nearly entangled polymer; b)  Slowing 
near boundary and short-range interaction; c) Acceleration around pillar caused by 
Brownian perturbation into velocity gradient; d) More acceleration of the tail and 
slowing of the head in stagnation region in wake of pillar; e)  Accelerated tail 
catching up with stagnated head; and f) Re-entanglement in wake.  Trebotich, D. et al. 
“A Hard Constraint Algorithm to Model Particle Interactions in DNA-laden Flows”, 
to appear in Nanoscale and Microscale Thermophysical Engineering (2007). 

The development of better ways to predict the behavior of polymers and colloids in the 
subsurface is an important scientific challenge with important practical applications.  Because 
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atomic scale, particle scale (typically nanometers to micrometers), and continuum physics all 
play a role, this will require computing capabilities that have not previously been available.  
Algorithms for the behavior of particles and colloids in the subsurface must be designed with the 
goal of facilitating multi-scale coupling.  Micro-scale simulation results can be used to obtain 
parameters that serve as input for larger-scale models, but this requires substantial human time 
and intervention.  The long-term grand challenge in this area of multi-scale mathematics would 
be to develop adaptive methods for coupling different models and scales within one framework.   
Adaptive algorithm refinement is an approach to coupling between different models and scales.   
To represent multiple length and time scales in this way, it is necessary to introduce adaptive 
mesh refinement (AMR) methods (Garcia 1999).  This technique focuses the computing power 
in the areas of importance in a domain where it is necessary to resolve highly localized 
phenomena.  AMR is a mature technology for problems without geometry, with a variety of 
implementations and applications for various nonlinear combinations of elliptic, parabolic and 
hyperbolic PDEs.  AMR has also been successfully coupled to embedded boundary/volume-of-
fluid algorithms to address surface geometry and interfaces.  Based on an AMR framework, 
adaptive algorithm refinement may be used to facilitate better multi-scale coupling between 
modeling scales, and in particular between particles and the surrounding fluid. 

Additional mathematical issues arise in these problems.  The numerical accuracy of particle 
methods is difficult to determine in coupled fluid-particle systems.  Accurate resolution and 
gridding of the complex geometry of typical pore scale porous media is required for realistic 
quantitative experimental validation studies (e.g., comparison with fluid-sensitive high resolution 
x-ray tomography or NMR tomography experiments).  The resolution of interfaces for multi-
phase flow simulations must be conservative and accurate, with well-posed boundary conditions.   
All of these issues and features should be approached numerically in a way that complements 
other algorithmic components of the entire model.  For example, gridding based on embedded 
boundary/volume-of-fluid representations can facilitate adaptive mesh refinement and, thus, 
multi-scale modeling, leading to enhanced parallel scalability.  This approach to irregular 
boundaries can work for both fixed surfaces and free interfaces.  The volume of fluid 
representation is a natural description of multi-phase flows with resolved interfaces.  The 
application of other ways of representing interfaces and tracking their dynamics, such as level 
set, phase field, and Lagrangian methods in combination with adaptive mesh refinement also 
need to be investigated.  Finally, the meshing technique used for gridding pore scale geometry 
must be amenable to surface extraction from experimentally derived image data obtained from 
packed bed columns of porous media, and computational fluid dynamics codes should be able to 
directly simulate flows on the meshes obtained from tomographic imagery without loss of 
geometric detail in a fast and accurate manner. 

COMPUTATIONAL SCIENCE IMPACT 

New multi-scale, particle-fluid methods, which currently do not exist, will have a wide range of 
applications in other areas of science and technology. The fundamental issues that must be 
addressed are at the core of colloid and interface science, and they are central to polymer science, 
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soft condensed matter physics, and the rheo-mechanical behavior of biologic systems at the 
subcellular, cellular, and multicellular levels.  The potential practical applications outside the 
subsurface area are enormous.  They include coating and printing technology, micro-
electromechanical systems (MEMS), health science, and water purification, to name just a few.  

SUBSURFACE SCIENCE IMPACT 

An important application of this capability would be to quantitatively assess the potential for 
micron and submicron-sized particles (such as colloids, prions, bacteria, or viruses) generated in 
or placed in the subsurface to move in groundwater and vadose zone systems, to be physically or 
chemically intercepted in host geologic media, and to become inactivated.  Specific applications 
include the fate and transport of inorganically or biologically generated particles that are 
composed of radioactive and/or chemically toxic substances or can act as carriers for toxic 
substances and the use of polymers and colloids by the oil industry to increase oil recovery.  For 
example, improved models would enable us to better predict how pores and fractures become 
clogged and how chemical microenvironments are formed.  The latter is where unique 
geochemical and biogeochemical processes, which may dominate the bulk behavior, can occur. 

TIME FRAME 

Decades of research by a large community of colloid and polymer scientists, motivated by a 
plethora of commercially important applications and scientific challenges has provided a wealth 
of information and understanding that can be applied to subsurface problems and applications. 
New experimental techniques that allow the forces associated with the interactions between 
particles and surfaces to be measured directly have opened up new research opportunities.  
However, the inherently multi-scale (both temporal and spatial) nature of polymer and colloid 
systems has limited the progress that could be made using a computational approach.  Petascale 
computing resources combined with the development of better algorithms for multi-scale 
problems would allow important advances to be made.  Polymer and colloid science presents a 
hierarchy of challenges with a wide range of difficulties.  Within 5 years, we expect that 
petascale computing and better algorithms will allow us to simulate the transport of colloids 
(both solid particles and polymers) fully coupled with both single-phase and multi-phase fluid 
flow through complex pore spaces and fracture apertures over the full range of particle volume 
fractions.  We expect that these simulations will include particles with complex shapes, and 
include phenomena such as clogging of pore spaces.  Within the same time scale, we expect that 
computational methods will be capable of providing guidance to the design of colloidal materials 
for specific subsurface applications and the development of surfactants and other surface 
modifying substances to control the behavior of colloids in the subsurface.  Within a decade, we 
expect that it will be possible to simulate the behavior of solid particles and polymers with a 
wide range of properties on the multi-pore level and that the results of these simulations will play 
an important role in the development of better constitutive equations for field scale models.  
After 10 years, we expect that fully coupled multi-scale, multi-physics methods will allow 
particle level simulations to inform larger scale subsurface flow and transport models in a fully 
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integrated manner.  We expect that advances in the application of computational colloid and 
polymer physics and chemistry to subsurface science and technology will benefit substantially 
from the efforts made by computational scientists working on a very wide range of commercially 
and scientifically important applications.  We believe that it will be important for the 
computational subsurface science community to work closely with this larger community. 
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IMPROVED MEDIA PARAMETERIZATION AND 
RECONSTRUCTION  

Mihai Anitescu, Argonne National Laboratory; George Ostrouchov, Oak Ridge National 
Laboratory; Laura Pyrak-Nolte, Purdue University  

ABSTRACT  

The present level of understanding and modeling of heterogeneous media parameterization and 
reconstruction is insufficient for predicting subsurface processes required for answering critical 
energy policy questions at a reasonable risk level.  The need for accurately simulating physical 
processes over an unprecedented range of space and time scales requires improved media 
parameterizations that faithfully represent the background of the coupled physical processes that 
occur in the subsurface and allow for the efficient characterization of the evolution of its 
structure.  This will allow for long-term predictions of subsurface behavior at a much lower 
uncertainty level than currently available and will enable technical advances in CO2 
sequestration and the extraction of oil/gas from fractured carbonate reservoirs.  

EXECUTIVE SUMMARY 

Critical geologic features, such as mechanical discontinuities, for any subsurface reservoir/ 
repository exhibit heterogeneity that spans multiple scales.  Mechanical discontinuities range in 
scale from a few microns (micro-cracks) to centimeters-meters (fractures, joints) to kilometers 
(faults).  They can occur singly or in sets producing heterogeneity from the pore scale to the 
reservoir scale.   This heterogeneity will vary temporally because of participation in the 
hydrogeologic, geochemical, biogeochemical and tectonic cycles, in addition to any human 
activities/interference.  

The prediction of the effect of subsurface media heterogeneity on physical phenomena at the 
decision level scale depends crucially on the parameterization of heterogeneity.  In addition, the 
long time interval simulation of configurations with varying media structures needs the 
capability of creating samples of media with prescribed heterogeneity parameters (the inverse 
problem).  A priority research direction is the development and validation of efficient media 
parameterizations that correctly capture the interaction between the various subsurface physical 
processes at all the relevant scales as well as the development of algorithms to solve the inverse 
problem.  Such parameterizations must be amenable to uncertainty quantification to address the 
pervasive risk assessment questions that appear in mission-directed subsurface investigations.  
Statistical uncertainty quantification that has found its way into subsurface modeling usually 
treats the computational model as a black box.  New approaches must bring uncertainty 
quantification into the model specification and result in computational models that fully 
incorporate uncertainty propagation rather than compute it through replication or approximately 
as an afterthought.  
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An essential component of this research direction is the experimental data-based validation of the 
models and algorithms that will result from this research.  Exciting opportunities result from the 
fact at the core level (~10 cm), a wealth of experimental data can be generated that can be used 
for the validation of the relationship between parameterizations, microstructure, and subsurface 
physical phenomena.  

This work will require substantial access to leadership class computational resources to solve the 
stochastic optimization, uncertainty quantification, parameterization selection, and design of 
experiments problems that arise in resolving the problem of media parameterization and 
reconstruction for computational subsurface science.  

SUMMARY OF RESEARCH DIRECTION 

To create representations of the type of heterogeneous media that is encountered in subsurface 
applications, we propose a multi-pronged approach that includes the discovery of novel 
parameterizations, the development of advanced stochastic optimization algorithms for inverse 
media problems, embedded uncertainty quantification in the structural description, and validation 
of the algorithms and methods by comparison with laboratory data.  

Parameterization of heterogeneous media 

The principal challenge of up-scaling techniques for complex heterogeneous media is to 
determine which properties on the micro-scale can be used to predict macroscopic hydraulic, 
mechanical and seismic properties at core- and field-scales.  In turn, the up-scaling is crucially 
based on the parameterization of the microstructure, which must at the same time capture the 
correct characteristics and yet be sufficiently easy to manipulate for computations.  Previous 
studies in the relationship between the description of random heterogeneous media and its 
effective physical properties do exist (Long and Hestir 1990; Torquato 2002).  Nonetheless, 
these studies needed different parameterizations of the microstructure to characterize multi-phase 
flow and mechanical behavior, and the question of parameterizations that correctly represent the 
multi-physics of subsurface science is unanswered as of yet.  This question is crucial as shown in 
Figure 1, which presents two numerically simulated fractures with the same porosity but with 
aperture distributions that have different spatial correlations.  The absolute permeability 
(Figure 1c) of the spatially correlated fracture (Figure 1a) is twice that of the random distribution 
of apertures (Figure 1b).  In addition, the relative permeability of gas and water (Figure 1d) for 
these two fractures exhibit different gas flow initiation saturations as well as residual water 
saturations.  Therefore porosity alone will not suffice to characterize the hydraulic response.  
This example shows that appropriate parameterization of complex structural media and processes 
is key for developing predictive models that take into account the highly complex structural  
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1a. Spatially Correlated 

1b. Spatially Uncorrelated 

1c.

1d.  

 

Figure 1.  a) Spatially correlated and b) spatially uncorrelated fracture aperture distributions with 
the color representing the size of the aperture (red ~ large apertures, green-blue smaller apertures 
and black regions represent the contact area between the two fracture surfaces.  c) The porosity, 
absolute permeability and d) the relative permeability of gas and water for the aperture 
distributions shown in 1a) and 1b). 

components of the medium as well as the complex dynamic processes that occur at varying 
scales.    

On the other hand, n-point probability functions, which may be complete representations of the 
heterogeneous media (Torquato 2002), are virtually intractable entities to work with, especially 
on the multiple scales needed in subsurface computations.  Therefore, advanced 
parameterizations that are amenable to computations need to be developed.  In the medium term, 
such parameterizations will likely appear by combinations of classical statistics.  Although such 
combinations have not been considered to date, there are no conceptual obstacles towards using 
them.  Once such combinations have been established, mechanical and hydraulical simulations 
will need to be conducted on multiple samples of media with a given set of parameters to 
establish whether these parameters faithfully characterize the effective behavior of the medium 
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with respect to subsurface phenomena.  This investigation will require the use of massive 
computational power as simulations of subsurface behavior on representative domains are 
carried out for a given microstructure for multiple samples of microstructure.  

A case to which particular attention needs to be paid is the description of the properties of media 
with fractures.  To the best of our knowledge, spatial correlations in individual fractures within a 
network have only been used in one numerical model (Pyrak-Nolte and Lumsdaine 1996) for 
multi-phase flow through a fracture network.  With this model, Morris (1999a, b) found that 
laboratory measurements of porosity and absolute water permeability were insufficient to predict 
the relative permeability behavior of a fracture network and that accurate prediction of relative 
permeability requires knowledge of the spatial and size distribution of apertures within the 
fracture network.  Any model for predicting two-phase immiscible flow through a fractured 
subsurface reservoir (e.g., for enhanced oil recovery, contaminant transport, etc.) will be 
inaccurate if pore-scale structural information is not correctly parameterized for 
phenomenological modeling.  

Computational inverse media problems 

The inverse media problem (the media reconstruction problem, or the media sampling problem; 
Torquato 2002) is the one of creating a heterogeneous medium with a given set of spatial 
statistics and parameters.  While the area contains significantly more open problems compared to 
the many of the other inverse problems in the physical sciences, recent successes of stochastic 
optimization approaches have opened new directions (Rintoul and Torquato 1997).  In these 
approaches, a merit function that matches the sought statistics to the ones of a candidate media is 
minimized by doing a random search in a well-chosen subset of the coordinates.  Their success 
needs to be enhanced both in terms of scope and quality, because currently not all simple media 
has been successfully been reconstructed from statistics, which raises further challenges for more 
complicated media such as the one with mechanical discontinuities.  The effect of the choice of 
various merit functions and the relative scaling of the different statistics considered needs to be 
further investigated as a means to extend the inversion capabilities to structures that have 
currently resisted it.  A very large scale, parallel, variant of the stochastic optimization algorithm 
that requires minimal synchronicity and works on the modern architectures with moderate 
memory per processor needs to be developed.  An area of fundamental investigation is deciding 
whether a certain choice of values of the statistics is not realizable and related to it whether the 
stochastic optimization algorithm is converging.  

Validation by experimental data 

The development of any new parameterization and statistical methods for the description of 
complex structural media and processes will require validation.  Accessing structural information 
on the field scale is difficult, often spatially sparse and temporally infrequent with the conditions 
of the subsurface system often unknown or in a state of flux.  Laboratory experiments, on the 
other hand, can be designed to access the data needed under controlled conditions 



Computational Needs for the Subsurface Sciences April 2007 

246 

(e.g., pressures, temperature, material properties, fluid) and can be monitored over time to 
determine how the structure/system is altered.  For example, the principal challenge of up-
scaling techniques for multi-phase fluid dynamics in porous media is to determine which 
properties on the micro-scale can be used to predict macroscopic flow and the spatial distribution 
of fluid phases at core- and field-scales.  First-principles theoretical formulations over the past 
decade have been derived from volume averaging theorems in which microscopic interfacial 
behavior is explicitly incorporated.  These theories have proposed that interfacial area per 
volume directly affects macroscopic behavior, and that this variable may govern the observed 
hysteresis in the capillary pressure-saturation relationship.  Direct visualization of interfaces with 
high resolution is only possible on the laboratory scale.  Transparent two-dimensional porous 
media (micro-models) with a resolution of 0.6 microns per pixel edge length and total sample 
length of 600 microns have been used to validate the numerical model (Cheng et al. 2004a) used 
for flow calculations by Morris et al (1999b) and to enable visualization and quantification of the 
behavior of interfacial geometry while concurrently measuring fluid pressures (globally and 
locally) and fluid flow (Cheng et al 2004b) to test volume averaging theorem.  Thus, laboratory 
techniques provide the best potential for validating numerical parameterization and statistical 
techniques for complex media over a range of length scales.  

We propose the acquisition of explicit datasets connecting structural transformation on the 
micro-scale data with macroscopic properties (e.g., absolute permeability, stress, etc.).  Data 
collection should be guided by statistical design of experiments (see Morris 2005 for references) 
to maximize efficiency and uncertainty reduction.  The proposed combination of experimental 
methods and development of new statistical and parameterization techniques will make it 
possible for the first time to answer the principal question of which microscopic properties are 
most useful for predicting macroscopic properties of a structurally complex medium.   

Statistical methods 

The selection of parameterization for an interface between two physical phenomena, comes 
down to determining what variability in one phenomenon matters to the other phenomenon.  This 
is a difficult problem in high dimensional settings when nonlinearities can undermine methods 
like canonical correlation.  Recent developments in regression dimension reduction, known as 
central subspace methods, provide low dimensional graphical representations of (possibly 
non-linear) interfaces between a large set of explanatory quantities and a small set of responses 
(Yin and Cook 2006).  These methods are computationally expensive but may be combined with 
fast dimension reduction methods (Ostrouchov and Samatova 2005).  Such methodology would 
bring effective homogenization to mathematically intractable problems through statistical 
computation.  

Discretization and simulation typically takes place in a physical representation of subsurface 
structure, where some process is propagated through the representation.  Statistical uncertainty 
probability distributions on the resulting time-varying discretized field, if represented in the 
original physical space, are very high-dimensional (each grid point is a dimension) and 
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computationally intractable entities.  Because of a high degree of spatial correlation between grid 
points, the intrinsic dimensionality (represented by a small number of coherent structures 
(e.g., the orthogonal vectors basis which arises from Karhunen Loeve decomposition of spatial 
processes) of this high-dimensional space is usually several orders of magnitude lower.  
Breaking away from the physical space and operating in a coherent structure space could not 
only drastically reduce the simulation time but also render complete uncertainty quantification 
tractable.  The main cost of such a simulation paradigm change is the modification of physical 
space interaction physics into coherent structure interaction physics.  However, the benefits are 
potentially immense because we compute only what matters and we carry full uncertainty 
quantification that can answer any regulatory probability questions.  

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Accurate descriptions are required for predictive models because mechanical discontinuities can 
act as “rapid” flow paths that might compromise the hydraulic and mechanical integrity of a 
reservoir/repository or enhance fluid recovery.  This requires parameterizations that encapsulate 
many length scales (micrometers to kilometers), which have not been developed to date.  For 
example, in a fracture, chemical interactions between pore fluids and the fracture walls occur 
locally on the sub-micron scale but affect fluid flow and wave propagation occurring along the 
length of the fracture, a length scale of hundreds of microns to meters or more.  For a fracture 
partially saturated with gas and water, not only the intrinsic lengths of the fracture geometry 
affect the distribution of these two fluid phases but also by time-dependent processes that alter 
the local capillary pressure that controls the phase distribution. This issue is a part of the broader 
challenge of determining the appropriate structural statistics (parameterizations) for non-
isotropic, heterogeneous random media that do not present scale separation that has not been 
resolved to date, and whose resolution will benefit areas far beyond subsurface science.  

Reconstruction of non-isotropic medium (the inverse problem) is a crucial challenge for long 
term predictions involving time-varying structure (Wawersik et al. 2000).  It is a problem that 
lies at the intersection of discrete geometry, three dimensional random processes, finite elements 
and high-performance computing.  Discrete geometry problems are famously difficult to 
approach, as was to case for the Kepler conjecture stated in 1611 and completely proved only in 
2005, using a mixture of global optimization, linear programming, and interval arithmetic (Hales 
2005).  Nonetheless, the importance of the topic for subsurface computations makes its pursuit 
an imperative, also recommended by the unprecedented availability of high-performance 
computing resources that will allow the development of novel stochastic optimization 
algorithms.   

The overarching challenge is the one of providing an integrated computational framework that 
supports the mathematical and statistical tools and provides design of experiment and 
parameterization solutions for heterogeneous media structure in subsurface science.  It will allow 
the resolution of the critical stochastic optimization, uncertainty quantification, parameterization 
selection, and design of experiments problems that arise in the media parameterization and 
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inversion for computational subsurface on the space and time scales required by the DOE 
mission.  These processing-intensive problems are critical for further progress and require 
unprecedented access to leadership-class computing facilities.  

POTENTIAL COMPUTATIONAL SCIENCE IMPACT 

Progress in parameterization and reconstruction of microstructure will result in progress for all 
computational characterizations and predictions of the behavior of random media.  Beyond 
contributions to subsurface sciences, such techniques will provide new impetus to critical 
applications in biology, medicine, and chemical processing, among others.  

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES 

The proposed research will seek to answer several important questions:  

• Are there a minimum number of parameters for spatially complex fracture network that 
enables phenomenological modeling of the potential site response?  

• How does one establish and reduce the uncertainty related to this time and spatially varying 
fracture network?  

• How does one reconstruct a media from the small data-intensive laboratory scale and the 
sparse data field scale to produce a model that will accurately predict reservoir scale 
behavior? 

The results of the proposed research will have a timely impact on many of the subsurface 
challenges that are of critical important to energy production, carbon sequestration, water safety 
and radioactive waste isolation.  Sequestering/extracting fluids from the subsurface can alter the 
underground environment by changing the local stress distribution as well as the local 
hydrogeology and geochemistry of a site.  The site selection process for a subsurface 
sequestration reservoir or the licensing of a radioactive waste repository requires an 
understanding of the relationship among the hydraulic, mechanical, and seismic properties of a 
reservoir, as well as the effect of multi-scale, time-evolving media heterogeneity on this 
relationship.  The same is true for the prediction and design of remediation strategies for 
contaminated groundwater in discontinuous media.  The improved parameterization will aid in 
determining pumping designs or bio-remediation techniques by determining the most likely flow 
paths.  The research will aid the licensing process of nuclear waste repositories by providing 
spatial distributions and the evolution of discontinuities with quantified uncertainties.  Without a 
method of describing complex media, the ability to predict long-term behavior (million years) of 
isolation with confidence will be hindered.  Over such time scales, the evolution (i.e., opening, 
closing, infilling, formation) of discontinuities represents a potential for catastrophic failure of an 
isolation site, either by compromising the hydraulic integrity of the site or through geo-
mechanical failure such as slippage along faults.    



Computational Needs for the Subsurface Sciences April 2007 

249 

TIME FRAME 

Within 3 to 6 years, the results of the proposed research would generate appropriate 
parameterizations and inverse problems algorithms and tested them on laboratory data.  

Within 10 years, the results of the proposed PRD research will enable improved sequestration of 
CO2 and improve extraction of oil/gas from fractured carbonate reservoirs (which make up 40 
percent to 60 percent of some corporate reservoirs) by designing isolation and recovery strategies 
that take advantage of the multi-scale structural heterogeneity and predicting how the structural 
heterogeneity is affected by stress changes and fluid extraction during production. 
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MODELING PROCESSES AT THE PORE SCALE  
Paul Meakin, Idaho National Laboratory; Alexandre Tartakovsky, Pacific Northwest National 
Laboratory; Russ Detwiler, Lawrence Livermore National Laboratory 

ABSTRACT 

Pore-scale modeling has been used for several decades to simulate single-phase and multi-phase 
fluid flow in fractured and porous media, and more recently, these models have been coupled 
with simple models for precipitation, dissolution, and the transport of dissolved substances.  
However, improved codes on more capable computing systems are needed to simulate the 
behavior of reactive fluids with a wide range of properties under the full range of conditions 
relevant to subsurface applications.   Important advances could be made by efficiently 
implementing existing methods on petascale computing systems.  However many important 
applications will also require the development of better single-physics algorithms and new codes 
that couple key physical and chemical processes on a wide range of length and time scales.  
Eventually, pore-scale models will be coupled with atomistic and/or continuum scale models on 
computing systems with capabilities that substantially exceed those of current systems.  As an 
interim solution, pore-scale simulations will be used to provide model parameters, and to 
develop better constitutive equations, for field-scale models.  

SUMMARY 

In recent years, there has been a resurgence of interest in the application of pore-network models 
to a variety of subsurface problems and applications.  Methods that have been developed to 
simulate multi-phase fluid flow by the astrophysics, statistical physics, and computational fluid 
dynamics communities have been modified and applied to the behavior of fluids in the 
subsurface.  In addition, recent advances in lattice Boltzmann methods have substantially 
expanded the range of potential applications to subsurface processes.  Despite these advances, 
we currently do not have algorithms that can be applied to the full range of fluids and conditions 
that are important in subsurface systems.  In particular, large viscosity, density, and 
compressibility ratios are a challenge for most methods.  In addition, some promising methods 
such a smoothed particle hydrodynamics and dissipative particle dynamics have been applied 
only on quite small scales (a small number of pores or fractures).  Petascale computing is needed 
to enable the application of these methods (and other methods based on “first principles” 
approaches) to systems on the scale of those currently simulated using more empirical and 
approximate pore network models.  For the first time, this will enable the gap between pore-scale 
and continuum-scale models to be closed using accurate methods based on first principles (at 
least for those systems for which the concept of a representative elementary volume [REV] is 
valid and the application of traditional continuum modeling approaches can be justified). 

In some cases, information from or coupling with atomistic and mesoscale (i.e., between the 
atomistic scales and the scales on which fluids can be represented by continuum fields) 
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simulations will be required, while in other cases, pore-scale models will be based primarily on 
experimental information such as fluid viscosities and surface tensions.  For example, the 
coupling between fluid-flow and fluid-fluid-solid contact line dynamics depends on atomistic 
and mesoscale physics, and complex evolving sub pore-scale morphologies (and the associated 
changes in surface areas and reactivities), which can change rapidly as geosystems are forced far 
from equilibrium must be taken into account in many applications.  Although we expect that with 
the right resources, critical advances can be made during the next 5 to 10 years, challenges 
requiring new ideas, new methods and new, much more capable, computing systems will remain.  

SCIENTIFIC AND COMPUTATIONAL CHALLENGES 

Existing field-scale models rely upon empirically derived constitutive relationships that often do 
not adequately represent underlying physical and chemical processes in porous and/or fractured 
media.  Thus, the ability of these models to make scientifically defensible predictions across the 
ranges of spatial and temporal scales relevant to many applied problems is inherently limited.  
This has led to significant errors in estimates of contaminant migration and poor predictions of 
multi-phase flow processes in energy production applications.  Similarly, large errors and 
uncertainties in the assessment of proposed carbon sequestration technologies are expected if 
currently available field-scale models are used. Pore-scale models (defined here as models for 
systems that consist of a number of pores—small or large—and include processes that take place 
within individual pores) present opportunities to systematically incorporate fundamental 
physical, chemical, and biological mechanisms into quantitative descriptions of complex/coupled 
processes such as reactive transport and/or multi-phase fluid flow.  

Currently used pore-scale modeling techniques include both grid-based methods such as finite 
element and finite difference codes, particle-based methods such as lattice-Boltzmann 
simulations and particle methods such as lattice-gas models, smoothed-particle hydrodynamics 
(SPH), and dissipative particle dynamics (DPD).  These different approaches involve inherent 
challenges and limitations that must be addressed before they can be used quantitatively to 
predict complex, non-linear, often-coupled, pore-scale processes.  Furthermore, these models 
typically represent pore-scale processes within a small number of pores.  Petascale 
implementation of fundamental models for pore-scale processes will allow simulations at the 
REV-scale, providing a firm foundation for the development of improved continuum models that 
are ultimately used in the decision-making process.  In some cases, when the REV is very large 
or does not exist, direct application of pore-scale models on the REV scale will not be possible, 
and more innovative ways of using information from pore-scale models will be needed. 

At present the ability of pore-scale models to accurately simulate fluid flow and chemical 
processes for the fluids, geomaterials, and conditions that are relevant to important problems and 
applications are limited.  For example, none of the existing pore-scale models for multi-phase 
fluid flow can handle the full range of viscosities, densities, compressibilities, miscibilities, and 
wetting conditions that are important in subsurface applications.  In addition, the reaction sites on 
the complex surfaces of natural pores and fractures have a broad range of reactivities and 
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accessibilities, which control and are controlled by adsorption and desorption processes and the 
evolution of complex small-scale morphologies (chemical microenvironments) generated by 
precipitation and dissolution.  Furthermore, in many processes of interest, multi-phase fluid flow 
and reactive transport processes are inherently coupled leading to additional challenges to model 
development. 

A variety of pore-network models have been developed for applications such as oil recovery, 
secondary migration (the migration of hydrocarbon expelled from source rock to the reservoir in 
which they are trapped), groundwater contamination, and more recently, CO2 sequestration 
(Li 2006) and gas hydrates (Tsimpanogiannis 2006).  In these models, the complex pore 
geometry found in rocks and soils is represented by pore volumes connected by a network of 
pores with simple geometries, and the physics of multi-phase fluid flow is also simplified and/or 
replaced by empirical rules.  The limitations of these models have been recognized since their 
inception, but they are still the only practical approach for many applications because other 
approaches demand too much computing speed, and/or they cannot be used for the combination 
of fluid properties found in many important applications.  A more first principles approach is 
needed to accurately simulate multi-phase fluid flow on the pore scale, for all fluid combinations 
of practical importance, and to bridge the gap between pore scale and continuum models.  

Lattice Boltzmann simulations have provided an alternative to pore network modeling. They can 
be easily applied to fluid flow in complex pore geometries, they have been implemented on quite 
large lattices (e.g., 512×512×512; Harting 2004), and they can be easily implemented for 
complex pore space geometries.  However, they have been restricted to quite small density 
ratios.  New lattice Boltzmann models with improved numerical stability have very recently been 
developed to simulate multi-phase fluid flow with high density contrasts (at least 1000:1) (Zheng 
2006; Lee 2005).  At this stage, it is too soon to assess the implications that this will have for 
subsurface science applications.   

More recently particle methods such as smoothed particle hydrodynamics (SPH) have been 
successfully applied to multi-phase fluid flow with large density and viscosity ratios 
(Tartakovsky 2006a).  However, these methods are substantially less computationally efficient 
than lattice-Boltzmann simulations, and they have not yet been implemented on large computing 
systems.  In addition, some fluid properties, such as the viscosity and interfacial tension, must be 
measured because of intrinsic particle effects.  For example, momentum transport by moving 
particles adds to the viscosity used in the SPH equations (Hoover 1998).  Another promising 
approach is to combine grid-based computation fluid dynamics with efficient interface tracking 
algorithms such as the level set, volume-of-fluid and phase field methods, and a model for the 
fluid-fluid-solid contact angles.  Systems with large density and viscosity ratios can easily be 
handled, as can incompressible fluids.  Currently, the subsurface science applications of this 
approach are quite limited (Huang 2005).   

Pore-network, lattice-Boltzmann and particle methods have been used to simulate reactive 
transport (fluid flow coupled with dissolution, precipitation and dissolution) on the pore scale 
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(Kang 2006; Tartakovsky 2006b).  However, such efforts are at an early stage in their 
development and application.  The processes involved in reactive transport occur over a wide 
range of time and length scales.  Precipitation and dissolution can cause complex alteration of 
submicron scale morphology, which over time lead to changes in field-scale transport properties, 
and reaction times may be orders of magnitude larger than the time scales associated with multi-
phase fluid flow.  In general, mineral growth may be reaction controlled, transport controlled, 
nucleation controlled or in a crossover between these limits.  Broadly applicable multi-
scale/multi-physics methods for reactive transport in pores and fractures are needed, but they are 
not currently available.    

Non-linear behavior may further complicate the prediction of multi-phase fluid flow in the 
subsurface. The “dripping faucet” model is an important paradigm for complex behavior in 
simple non-linear systems (deterministic chaos, period doubling, intermittency, etc.), and there is 
evidence for similar behavior during multi-phase (water/air) fluid flow in fractured subsurface 
systems (Faybischenko 2004).  The dynamics of fluid-fluid-solid contact lines and the associated 
phenomenon of velocity dependent contact angles also add to the complexity of multi-phase 
fluid flow in fractures and porous media, particularly for mineral surfaces with physical or 
chemical heterogeneity (Cubaud 2004).  Complex Marangoni effects (Matar 1999) (flow driven 
by surface tension gradients) can also be expected if surfactants are used for subsurface 
applications such as oil recovery or contaminant remediation.  At this stage, the level at which 
these complex phenomena must be modeled at the pore scale to reliable predict behavior at 
larger scales is not understood.    

RESEARCH DIRECTIONS 

For pore-scale models to effectively inform larger scale simulations, it is necessary to simulate 
processes at scales that are sufficiently large (i.e., many pores, fractured/porous medium or small 
fracture networks) to provide insights into and information about these processes at the 
“continuum” scale.  Furthermore, the ability of pore-scale models to quantitatively predict 
physical processes in complex pore structures must be demonstrated through quantitative 
comparisons with the results of well controlled experiments on systems with well characterized 
pore geometries, wetting behaviors, and surface mineralogies.  Petascale computational 
implementation of “first-principles,” pore-scale models will provide the opportunity to extend 
simulations to spatial scales that are large enough to evaluate and develop constitutive 
relationships for complex coupled processes, and to extend pore-scale models to a much wider 
range of fluid properties and system parameters than can be explored experimentally.  Because 
the computational cost of accurate pore-scale modeling approaches is currently extremely high, 
this will require the development of new and/or improved algorithms for pore-scale processes 
that are both robust and efficiently parallelized.  These algorithms must overcome computational 
challenges associated with different pore-scale modeling approaches.  These include issues such 
as numerical dispersion, interface tracking and parallelization difficulties associated with grid-
based methods.  Particle-based methods must overcome difficulties with implementing nonlinear 
reaction kinetics and boundary conditions, as well as issues with artificial (intrinsic particle 
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contributions to) interfacial tension and viscosity.  Finally, developing approaches for efficiently 
coupling models for different processes that may occur on disparate time scales is critical to 
evaluating processes in systems of scientific interest and practical importance. 

COMPUTATIONAL SCIENCE IMPACT 

Implementation of pore-scale models at sufficiently large scales will demand the development of 
new/improved algorithms that capitalize on petascale computational capabilities and 
infrastructure.  These efforts will require the development of numerical methods with improved 
speed and accuracy that will be generally applicable to the solution of coupled partial differential 
equations relevant to a broad range of problems.  For example, grid-based methods will require 
adaptive mesh refinement techniques to adequately capture evolving interfaces and accurately 
simulate transport in strongly advective systems.  This will require development and 
implementation of advanced load-balancing routines to support efficient implementation on 
massively parallel architectures.  

Simple particle methods such as smoothed particle hydrodynamics and dissipative particle 
dynamics, and simple lattice Boltzmann models are local in nature, and it is expected that 
efficient codes that perform well on very large parallel computing systems can be developed 
without undue difficulty.  However, the implementation of more advanced methods developed to 
reduce compressibility effects in particle methods, improve the stability of lattice Boltzmann 
models for high density contrasts and adaptive methods developed to increase computing speed 
and resolution may be substantially more difficult to implement efficiently on very large 
systems. 

Advances in computational algorithms for pore scale subsurface applications will be directly 
relevant in many other areas including fundamental geoscience, the modeling of fluid in 
biological systems, micro-electromechanical systems (MEMS) and industrial processes.     

SUBSURFACE SCIENCE IMPACT 

Improved understanding and prediction of pore-scale processes will provide an essential 
foundation for predicting and controlling subsurface phenomena at all larger scales.  Developing 
the requisite pore-scale models will lead to substantial improvements in our understanding of the 
limitations of currently used continuum models, thus reducing model-based uncertainty in field-
scale simulations.  For example, the fraction of oil recovered from a reservoir depends on the 
initial distribution of oil within the pores, and how this changes over time as oil is extracted.  
This is controlled by immiscible fluid-fluid displacements within the pore space, which under 
many conditions is poorly represented by the continuum models used in reservoir simulators. 
Currently, the oil recovery factor (oil recovered/oil originally in place) varies from an average of 
about 30 percent for small fields to an average of just under 50 percent for large fields, and these 
average recovery factors have increased significantly with time because of better technology. 
Assuming current world conventional recoverable oil reserves of about one trillion barrels, an 
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increase in the recovery factor from 40 percent to 41 percent would increase the amount of oil 
recovered by about 25 billion barrels, worth more than a trillion dollars (offset in part by the cost 
of developing and implementing new technology) at today’s prices.  Examples of currently 
pressing problems that will benefit directly from pore-scale models include the potential for 
fracture sealing that may slow or halt the upward migration of CO2 in subsurface sequestration 
systems, and the in situ creation of barriers designed to restrict contaminant migration, both of 
which depend on pore-scale mineral growth and the resulting alteration of pore morphology. 
These processes cannot be adequately quantified using existing continuum models.  Petascale 
computing applied to pore-scale models will provide a firm scientific foundation for the 
development of improved technologies and strategies for the remediation and/or isolation of 
subsurface contamination, CO2 sequestration and hydrocarbon production.  

TIME FRAME 

We estimate that a concerted 5-year effort focused on the development of better codes that take 
full advantage of the capabilities of petascale computing systems would allow multi-phase fluid 
flow to be simulated in complex porous and fractured media with the spatiotemporal complexity 
seen in experiments.  Within a decade, we expect that a new generation of multi-scale, multi-
physics models and additional advances in computing technology could allow us to reliably 
simulate reactive transport for the full range of fluids and conditions needed for applications such 
as CO2 sequestration and fossil fuel recovery.  By this stage, we expect that the primary role of 
pore scale experiments would be validation of computer models, particularly when experiments 
would be difficult, dangerous or require long lead times.  Although we expect that, with the right 
resources, critical advances can be made during the next 5 to 10 years, challenges requiring new 
ideas, new methods and new, much more capable, computing systems will remain.     
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IMPORTANCE OF THE SUBSURFACE SCIENCES  

Excellent plenary presentations and lively discussions in the panel breakouts at the workshop 
emphasized the importance of current and recommended future research in the subsurface 
sciences.  We need to improve our understanding of fundamental subsurface processes related to 
protection of consumptive and agricultural groundwater resources, production of fossil fuels, 
bioremediation, geothermal energy, subsurface contaminant transport, disposal of spent nuclear 
fuel and waste, subsurface carbon sequestration, and developing new energy resources (such as 
gas hydrates).  Understanding the Earth’s subsurface processes is necessary for the success of the 
missions of the DOE and other federal and state agencies and for the overall health and safety of 
societies worldwide.   

Groundwater is an abundant natural resource that the U.S. Geological Survey estimates makes up 
30 percent of all of the freshwater in the world.  By 2025, at least 3.5 billion people—nearly 50 
percent of the world's population—will face water shortages.  To provide a sustainable supply of 
water fit for human consumption, we must protect the world’s aquifers from contamination and 
excessive groundwater withdrawals.  Coastal areas present special problems, because 
withdrawals from freshwater aquifers often result in saltwater intrusion into the aquifer.  In many 
regions of the world, healthy freshwater aquifers are essential to sustaining a high level of 
agricultural productivity 

The subsurface contains both naturally occurring and human induced hazardous materials.  
Numerical modeling of groundwater contaminant transport is an important tool that aids in the 
analysis of groundwater hazard problems, both actual and potential.  Accidental spills, leakage, 
and waste-disposal operations can lead to groundwater contamination.  We need to analyze and 
predict the movement of solutes in groundwater systems to assess the effects of a contamination 
plume and properly design a waste-disposal operation or mitigation strategy.  Laboratory 
experiments are essential to understanding geochemical reactions in the field and for obtaining 
the necessary reaction coefficients and rate constants used in transport models.  Simulation 
modeling allows us to compare alternative strategies for aquifer reclamation.  In some cases, the 
transported component of interest is thermal energy.  Heat transport simulation is useful in the 
analysis of geothermal systems, waste heat storage systems, and some deep aquifer systems.  
Examples of DOE sites that rely heavily on modeling the transport of contaminants and heat are 
the Hanford Site in Washington State and the proposed waste repository at Yucca Mountain, 
Nevada. 

Understanding subsurface sciences phenomena is essential for identifying, characterizing, and 
extracting energy and mineral resources.  For example, if we are to move to a hydrogen-based 
energy economy, we must develop tools to convert to hydrogen fuels.  All known sources of 
energy generation in the amounts necessary to convert hydrogen to useable fuel are geoscience-
based.  Without a more complete understanding of the subsurface, we may not achieve a 
hydrogen-based energy supply.  For many decades, subsurface simulations have been used to 
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identify petroleum reservoirs and identify optimal petroleum extraction strategies.  Today, 
computer simulations are playing a key role in developing new methods for exploiting the 
nation’s oil-shale resources. 

The subsurface sciences will play a large role in our efforts to mitigate global climate change.  
Fossil fuels will remain the main source of energy production well into the 21st century. 
Increased concentrations of CO2 resulting from carbon emissions are expected unless we design 
energy systems that reduce the carbon emissions to the atmosphere.  Roughly one third of the 
nation’s carbon emissions come from power plants and other large point sources.  To stabilize 
and ultimately reduce concentrations of this greenhouse gases, we need to employ carbon 
sequestration-carbon capture, separation, and storage or reuse. 

CURRENT STATUS AND CHALLENGES 

Current capabilities in computational modeling of coupled subsurface phenomena are inadequate 
for addressing many current and future DOE challenges.  High-fidelity simulation of subsurface 
processes must be built on a fundamental understanding of multi-phase, multi-component flow 
and transport, biochemical and geochemical reactions, thermal and geo-mechanical effects, all 
interacting within a highly heterogeneous porous media.  Sensitivity to physical processes and 
model parameters, and uncertainties in parameters, media properties, and the current state of the 
system must be taken into account.  Informed decision-making will require the development of a 
comprehensive uncertainty/sensitivity analysis framework, within which coupled process models 
will be executed hundreds to thousands of times under different scenarios.  The magnitude of this 
effort will tax even petascale computational resources.  

In addition to formidable computational demands, subsurface sciences research has extremely 
high data management requirements.  This presents new challenges and opportunities for the 
fusion of experimental data with theory, modeling, and simulation to advance subsurface 
science.  In many cases, this leads to new science driven informatics requiring new data 
management and analytic approaches to drive the discovery process.  In the area of distributed 
data management and analysis, subsurface sciences research faces similar requirements as 
climate, physics, biology, and nanosciences for the analysis of large volumes of data produced at 
different facilities, analyzed via complex workflows, and consumed by a large and distributed 
user community.  In addition to large data volumes, DOE experimental and computational 
science disciplines face challenges associated with increasingly complex data gained from 
different experimental and analysis techniques.  Again, there are opportunities to achieve 
technological and methodological advances that benefit multiple disciplines.  Opportunities 
abound for using well-established technologies to better manage data and a wide range of other 
types of information.  These technologies include relational databases, Geographic Information 
Systems (GIS), and recent advances in Content Management Systems (CMS) that use rich 
metadata and XML schema to permit users to intelligently navigate large collections of models, 
algorithms, and data objects.  In particular, we perceive a need for a comprehensive system for 
managing the large and diverse set of subsurface process simulation models and databases that 



Computational Needs for the Subsurface Sciences March 2007 

263 

have been developed at federal laboratories, universities, and in the private sector.  Data used in 
inverse-calibration modeling are often only used to calibrate the computational model.  However, 
these and other data can be used to gain insight into the computational models and uncertainties.  
To enable optimized decision making and risk assessment, we need more powerful methods for 
estimating model uncertainty and model verification and validation. 

A PATH FORWARD 

The subsurface sciences issues discussed at the workshop and presented in this report are central 
to the missions of the DOE’s EM, FE, and RW programmatic offices.  The DOE Office of 
Science has unparalleled capabilities in computational science and high performance computing 
and is very well positioned to work with the applications offices to develop a next generation of 
subsurface sciences simulation tools.  The investments in modeling and simulation outlined here 
complement the investments in fundamental environmental science by SC and remediation and 
monitoring programs supported by the DOE.  The modeling and simulation effort will draw 
heavily on DOE experimental, remediation and characterization programs to provide basic 
insights into and data on complex environmental and subsurface systems as well as the 
fundamental processes that govern their behavior.  The experimental programs also provide the 
means of validating the computational models and simulations, and validation is essential to 
advancing the state of the art in scientific simulation.  In turn, the computational modeling and 
simulation will: 

• Provide insights into fundamental physical, chemical, and biological processes than 
would otherwise be unattainable 

• Maximize the return on investments in experimental facilities by more quickly and 
efficiently harvesting scientific results 

• Provide the technical capability to design and construct innovative, new experimental and 
computational facilities. 

As the principal U.S. federal steward, DOE has wide-ranging challenges in protecting 
groundwater resources, production of fossil fuels, geothermal energy, subsurface contaminant 
cleanup and containment, disposal of spent nuclear fuel and waste, and subsurface carbon 
sequestration.  A stated goal of SC is to provide “discovery-class” tools to the scientific 
community to help answer the most challenging research questions of our era, attract the greatest 
scientific minds in the world, and enable the type of discoveries that truly change the face of 
science.  A next generation of computational models of subsurface sciences flow and coupled 
process simulation will provide to the DOE new discovery-class tools to better deal with the 
daunting task of managing the legacy wastes from the nuclear research and weapons programs, 
developing new energy sources, mitigating climate change, and developing new remediation 
strategies.  In particular, new petascale-class computationally based models will provide support 
to operational-level, site-specific modeling for regulatory review.  This is an opportune time to 
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build on recent successes of the Scientific Discovery through Advanced Computing initiative to 
team SC computational scientists with application scientists from EM, FE, and RW to produce a 
new generation of subsurface simulation models. 
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